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Abstract Identifying the mechanisms behind the Atlantic Multidecadal Variability (AMV) is crucial for
understanding and predicting decadal climate change. However, what is behind the AMV is still debated. A
key issue is the relative role of internal variability (IV) and external forcing in causing the AMV. By
analyzing observations and a large number of climate model simulations, here we show that IV and volcanic
and anthropogenic aerosols all influenced the AMV over the last ~150 years. Although the AMV since 1870
resulted mainly from IV, decadal variations in aerosol forcing happen to be in phase with the IV‐induced
AMV and thus enlarged its amplitudes, especially since the late 1920s. Our results support the notion that
the AMV resulted from both internal climate variability and decadal changes in aerosols but are inconsistent
with the conclusion that the recent AMV is mainly a direct response to external forcing.

Plain Language Summary Decadal to multidecadal changes in North Atlantic sea surface
temperatures (NASST), commonly known as Atlantic Multidecadal Variability (AMV), influence climate
worldwide. The AMV is thought to result from Atlantic ocean circulation and its interaction with the
atmosphere, but an ongoing debate is whether external forcing such as decadal variations in aerosols has
played a major role in NASST's recent multidecadal variations. Here we show that while internal variability
(IV) played a dominant role for the AMV since 1870, decadal variations in volcanic and anthropogenic
aerosols acted to enlarge the IV‐induced AMV cycles. Our new findings not only reconcile ongoing
controversial debate on the role of IV and external forcing in causing the AMV but also provide new
convincing evidence on the notion that the recent AMV resulted from both internal climate variability and
decadal changes in aerosols.

1. Introduction

The Atlantic multidecadal variability (AMV) or Atlantic Multidecadal Oscillation (AMO) is a 60–80 year
basinwide quasi‐oscillation in North Atlantic sea surface temperatures (NASST) (Folland et al., 1984;
Kerr, 2000; Schlesinger & Ramankutty, 1994). The AMV has significant impacts on multidecadal climate
variations over North America (Ruprich‐Robert et al., 2018) and Eurasia (O'Reilly et al., 2017; Sutton &
Dong, 2012). It also affects Sahelian and South American rainfall (Hua et al., 2019; Knight et al., 2006),
Atlantic hurricane activity (Zhang & Delworth, 2006), Arctic sea ice extent (Miles et al., 2014), and even
global‐mean temperature (Chylek et al., 2014; Dai et al., 2015). While AMV's profound influence on global
climate is well documented, the fundamental physical mechanisms and processes underlying the AMV are
not fully understood and remain a source of contention (Qin et al., 2020; Sutton et al., 2018; Vecchi
et al., 2017).

An ongoing debate is whether external forcing has played a major role in NASST's multidecadal variations
during the last 150 years or so. Many modeling studies (Bellomo et al., 2018; Bellucci et al., 2017; Booth
et al., 2012; Hua et al., 2019; Murphy et al., 2017; Qin et al., 2020; Watanabe & Tatebe, 2019) suggest that
volcanic aerosol (VA) and anthropogenic aerosol (AA) have contributed significantly to the recent AMV.
This finding challenges the conventional view that the AMV is an internally generated mode of variability
(Zhang et al., 2019). This debate may be partially caused by how we define AMV. A common method is to
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detrend NASST either linearly (Enfield et al., 2001) or using observed global‐mean SST (GMSST) (Trenberth
& Shea, 2006) to remove the long‐term warming signal, but such detrending does not accurately estimate
and remove the externally forced changes from the observed NASST. This is because the externally forced
signal is nonlinear while GMSST contains both internally generated and externally forced variations
(Dai et al., 2015; Qin et al., 2020). Thus, the resultant AMV in such detrended NASST is a mix of internally
generated and externally forced signals, and it does not provide any attribution information.

Some authors (Steinman et al., 2015) suggested to use AMO to refer to the internal component of NASST's
multidecadal variations only, while others (Booth, 2015) suggested to use AMV to depict the total multide-
cadal variations in NASST from both internal variability (IV) and external forcing to avoid confusion. Such a
separation can facilitate the investigation of the different formation mechanisms of the internal and external
components, including their different evolutions in the upcoming decades that could have major implica-
tions for many regional climates affected by AMV. However, how to properly separate and quantify the
internal and external components in NASST still remains a challenge.

Here we analyze SST and other fields from observations and large ensembles of climatemodel simulations to
quantify the contributions from IV and external forcing to the AMV since 1870. The results help define the
internal and external components of the AMV and reconcile the current debate on the role of IV and external
forcing in causing AMV.

2. Data, Model Simulations, and Methods
2.1. Observational Data and Model Simulations

We used the monthly SST data from 1870–2018 from the Hadley Centre Global Sea Ice and Sea Surface
Temperature (HadISST) (Rayner et al., 2003). We analyzed the all‐forcing (ALL) historical and RCP4.5 simu-
lations from 38 models participated in Phase 5 of the Coupled Model Inter‐comparison Project (CMIP5;
Taylor et al., 2012). Additional single‐forcing experiments (Table S1. in the supporting information) forced
separately by greenhouse gases (GHGs), natural forcing (NAT), AAs, VAs, and solar irradiance (SI) were also
used. To ensure the robustness of our results, we also analyzed multimodel ensemble simulations from 27
CMIP6 models (Table S2). We also analyzed the all‐forcing 40‐member large ensemble of simulations since
1920 by the Community Earth SystemModel Version 1 (CESM1; Kay et al., 2015). We also used three ensem-
bles of simulations that are identical to the CESM1 all‐forcing ensemble, except that one forcing agent is
held fixed at the 1920 condition. These include (1) a 20‐member CESM1 ensemble with fixed GHGs
(hereafter “XGHG”), (2) a 20‐member ensemble with fixed industrial aerosols (hereafter “XAER”), and (3)
a 15‐member ensemble with fixed biomass‐burning aerosols (hereafter “XBMB”). The effect from the
biomass‐burning aerosols is found to be negligible in our analysis, so the XBMB simulations are not dis-
cussed further below.

2.2. Methods

Using the GMSST time series from the multimodel ensemble mean (MMM) simulations is a preferred way to
define the forced signal, which has the same temporal evolution over all grid boxes because it is determined
by the external forcing series (Dai & Bloecker, 2019). To derive the externally forced signal in observations
and account for varying bias in model‐simulated responses to different forcings, we used a multiple linear
regression over 1870–2012 between the GMSST from observations (as the y variable) and the GMSST from
CMIP5 or CMIP6 MMM (as the x variables) of single‐forcing simulations (i.e., GHG, NAT, and AA, as other
external forcings are negligible; see below) to estimate the externally forced global‐mean SST (GMSSTEX) in
observations. We then removed this forced signal (i.e., GMSSTEX) through simple linear regression with
local SST series from the observed SSTs at each grid point to produce the residual SST fields that contain pri-
marily internal component. Winton et al. (2020) suggested that a multiple regression method works well to
derive different rescaling factors and to remove substantial model biases in response to individual forcings.
Following previous studies (Dai et al., 2015), we also used the GMSST from theMMMof all‐forcing historical
simulations as the first‐order estimate of the externally forced signal (see Figure S1). The two methods pro-
duced similar results (e.g., GMSSTEX), although the latter GMSSTEX time series shows stronger decadal var-
iations (not shown). After removing the forced components, the residual fields contain primarily the
unforced internal variations. The internally generated AMO index is then defined as the low‐pass filtered
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area‐weighted average of the residual SST over the North Atlantic Ocean (80–0°W, 0°–60°N). A Lanczos fil-
ter with 19 points and a 13‐year cutoff period was used in the low‐pass filtering. Statistical significance tests
were based on a Student's t test with reduced degree of freedom following Qin et al. (2020).

Following Deser et al. (2020), we subtracted the ensemble mean of XGHG and XAER from the ALL ensem-
ble mean and call these residuals GHG and AER, respectively, which represent the effect from GHG and
industrial aerosols. One should note that we removed the long‐term linear trend induced by GHG or aerosols
to focus on the forced multidecadal variations in NASST. This differs from the linear detrending of observed
NASST (Enfield et al., 2001). A simple linear detrending of NASST helps quantify the decadal‐multidecadal
variations in NASST, but it does not help us attribute either the removed trend or the remaining variations to
any particular forcing.

3. Results
3.1. Forced Versus Internal NASST Variations

The observed NASST since 1870 shows multidecadal variations on top of a generally upward trend
(Figure 1a). The difference between the observed and forced NASST represents the internally generated
component (Figure 1a). The estimated IV shows no obvious trends for the whole period but still accounts
for ~37% of the variance in the smoothed NASST series. IV dominates the NASST changes and contributes
more than EX to the multidecadal trends in NASST during 1904–2012 (Figure 1b). Furthermore, EX contri-
butes a larger warming in NASST during the recent periods than that before the 1970s (Figure 1b).

Individual external forcing agents may contribute to the NASST decadal variations (Figure 1c).
The GHG‐forced change is uncorrelated with the IV‐induced multidecadal NASST variations during
1870–2012 (r = −0.04). In contrast, the NAT and VA forcing simulations show multidecadal variations
(Figures 1c and S2, discussed below). The model‐simulated NASST response to AA forcing also varies over
time, with a large cooling trend during 1944–1974 but small changes during 1904–1944 and 1974–2005
(Figure 1c). The AA‐forced interdecadal variations are in phase with the decadal changes in sulfate aerosols
from North America and Europe (Figures S2 and S3). Thus, VA and AA may have contributed to the
observed decadal NASST variations since 1870.

3.2. Defining the Internal and External Components of AMV

The resultant AMV index is sensitivity to the method used to detrend NASST (Peings et al., 2016; Figure 2a).
Recent studies define AMV as the observed NASST signal relative to GMSST and considered it unique to the
North Atlantic (Sutton et al., 2018; Yan et al., 2019; Zhang et al., 2019). However, the definition itself does
not provide any attribution information. Furthermore, the AMV is a multivariate phenomenon that may
require the use of more than SST for its full depiction (Yan et al., 2019; Zhang et al., 2019). To quantify
the relative contributions of the internal and external components to the SST‐related aspect of the AMV,
here we detrended NASST using a physically sound estimate of the externally forced change (see section
2.2). The temporal evolution of this forced GMSST is largely determined by the external radiative forcing
and thus is model independent. The regression, which accounts for any systematic model biases, should
not alias IV‐induced variations into the estimated forced component since the two components are uncorre-
lated over 1870–2012 (r = −0.01; Figure 1a). The residual NASST can be averaged to define an AMO index
(Figure 2a, referred to as AMVIV) that represents the IV‐induced NASST variations. This index represents
the internal component of the AMV, while the E2001 index (also referred to as the total AMV index below)
represents the total multidecadal variations in NASST (i.e., due to both IV and external forcing) after remov-
ing its long‐term linear trend. The difference between the AMV index (i.e., E2001) and our AMVIV index
represents the externally forced component in AMV (mainly from GHG, VA, and AA). We call it the
AMVEX index (thus, AMVEX = E2001 − AMVIV). IV accounts for most (~85%) of the total AMV variations
represented by the E2001 index from 1870–2012 (Figure 2a). Our new AMVIV index does not show large
amplitudes after 2000, which is different from the widely used AMO indices (Figure 2a).

Figure 2b shows that the multidecadal variations in the EX component (AMVEX) and the multidecadal
NASST variations in the GHG‐only simulations (after linear detrending, AMVGHG). AMVGHG exhibits a
downward trend from 1870–1955 and an upward trend thereafter and shows mostly out‐of‐phase variations
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Figure 1. Forced and internal decadal NASST variations. (a) Time series of low‐pass filtered, annual‐mean SST anomalies (°C, relative to the mean of 1901–1970,
the same for all anomalies as it covers roughly one full cycle of the AMV) averaged over the North Atlantic (80–0°W, 0°–60°N) for the observations from
1870–2012 (HadISST1 data set, Obs, black line), estimated externally forced signal (EX, red) and internal variability (IV, dark blue) in the observations. The data
near the two ends are derived with mirrored data in the filtering and thus are less reliable; they are marked by the dashed lines. We used the global‐mean
SST (GMSST) time series from CMIP5 multi‐model ensemble mean (MMM) of individual forcing (i.e., GHG, NAT, and AA) simulations to estimate the externally
forced signal through multiple linear regression (see section 2.2) and removed it through linear regression from the observed SSTs at each grid point to produce
the residual SST fields that contain primarily internal component. The thin red dashed line represents the linear trend for EX. The light blue line shows the
low‐pass filtered, GMSST from the CMIP5 MMM of the GHG‐forcing‐only simulations. We rescaled the GMSST from the MMM of the GHG‐forcing‐only
simulations to the observed long‐term change at each grid point via linear regression as the estimated observed GHG‐forced signal. The thin vertical lines mark
the time periods used in (b). The correlation coefficients (r) between the Obs and IV or EX, together with the attained significance level (p), are also shown.
(b) North Atlantic SST (NASST) linear trends (°C per decade) from observations (gray), internal variability (blue), and external forcing (red) for three different
periods during which the observed NASST starts trending toward opposite directions. Note that some CMIP5 simulations ended in 2005; we included only
those simulations extending to 2012 in order to study the recent period. (c) The same as (b) but from the CMIP5 MMM of single‐forcing (i.e., GHG, AA, NAT, VA,
and SI) simulations. The solid bar denotes the NASST trends without detrending, whereas the hollow bar represents the results with its linear trend over
1870–2005 removed. The error bars denote the standard deviation of inter‐model variations.
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Figure 2. Time series of the AMV indices. (a) The E2001 index (°C, black line) is defined as the local linearly detrended
annual‐mean SST anomalies (relative to 1901–1970 mean) averaged over the North Atlantic (80–0°W, 0°–60°N) from
1870–2012 as in Enfield et al. (2001). The T2006 index (°C, gray line) is defined as the annual‐mean SST anomalies
averaged over the North Atlantic but with the global‐mean (60°S to 60°N) SST (GMSST) removed as in Trenberth and
Shea (2006). The AMVIV index (blue line, the same as the dark blue line in Figure 1a) is defined as the area‐weighted
average of SST anomalies over the North Atlantic after the component correlated with the GMSST from the CMIP5
MMM of individual forcing (i.e., GHG, NAT, and AA) simulations was removed at each grid point from the observations.
The difference between the E2001 index and the AMVIV index represents the externally forced component in AMV
(i.e., AMVEX, red line). (b) The AMVEX (red line), which is the sum of the AMVGHG and AMVnonGHG, is the same as
the red line in (a). We regressed the local SST anomaly series from observations against the GMSST anomaly series
from the MMM of the CMIP5 GHG‐forcing‐only simulations during 1870–2012 to derive the component associated with
the GHG‐forcing in observed SST, and then the AMVGHG (light blue line) was derived by averaging this component over
the North Atlantic. The AMVnonGHG index (black line) denotes the non‐GHG forced variations (i.e., the difference
between the AMVEX and AMVGHG). (c) The red (green) line represents the NASST response from the CMIP5 VA (AA)
forcing only simulations from 1870–2005 with its linear trend removed. To remove any systematic model biases, we
required the sum of the NASST from the MMM of the VA and AA‐forcing‐only simulations to match the non‐GHG
forced NASST change from 1870–2005 (i.e., AMVnonGHG) and used this scaling factor to rescale the NASST from the VA
and AA‐forcing‐only simulations before calculating the AMVVA and AMVAA index. All the time series were
smoothed with a low‐pass filter with a 13‐year cutoff period.
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uncorrelated with the E2001 (r = −0.01) or AMVIV (r = −0.3). Thus, GHG forcing mainly increases the
NASST anomalies before 1935 and after the 1970s (Figure 2b).

Figure 2c further decomposites the AMVnonGHG into the components forced by VA and AA. Both VA and
AA contributed about equally to the non‐GHG forced AMV since the 1960s, while the VA forcing accounts
for a larger fraction of the non‐GHG forced multidecadal variance before 1960 than the AA forcing. The
VA‐forced component has a higher correlation (r = 0.86) than the AA‐forced component (r = 0.60) with
the AMVnonGHG during 1870–2005. The estimated non‐GHG forced variation (i.e., AMVnonGHG) corre-
sponds to about ~15% of the amplitude of the AMVIV index, with them roughly in phase since the late
1920s (Figures 2a and 2b). Thus, the VA and AA forcing acts to enlarge the IV‐induced AMV cycles. The
large AMV amplitudes in the previous indices since ~1995 or 2000 likely resulted from their inclusion of
the VA‐forced change (i.e., due to the recovering from the 1991 Pinatubo eruption; Maher et al., 2015;
Figure S2).

3.3. How Do IV and EX Affect AMV

There is strong evidence that AMOC is a key driver of the AMV (Zhang et al., 2019). The multidecadal var-
iations in the AMOC‐related ocean circulation could induce similar variations in NASST, with a strong
(weak) AMOC leading to warm (cold) NASST (Figure S4). The well‐known horseshoe pattern in the

Figure 3. Aerosol‐induced multidecadal variations in NASST. (a) The epoch mean of the SST anomalies (°C) during four
AMO phase periods from CMIP5 MMM of single forcing (i.e., NAT, VA, SI, and AA) simulations. The multimodel
ensemble average is shown by the black dots. The box plots show the distribution of SST anomalies, with the inside line
for the median, the box for the 25th and 75th percentile range, and the whiskers for the maximum and minimum
values. The bright purple box indicates the epoch mean during 1902–1914 with strong volcanic eruptions. The bright
yellow box denotes the epoch mean of SST anomalies during 1996–2012 with AA‐forcing model simulations, which
extend to 2012. We calculated the SST anomalies from each single forcing simulation with its linear trend from 1870–
2005 removed. (b) The Northern Hemispheric mean of stratospheric aerosol optical depth (AOD) at 550 nm as
implemented in CMIP5 model simulations for 1870–2012 (black line with blue shading). The light blue line
represents the smoothed ambient aerosol optical depth (AOD) at λ = 550 nm averaged over the North Atlantic from the
CMIP5 AA‐forcing MMM from 1870–2005 with its linear trend (dashed line). The annual‐mean total solar irradiance
(TSI, W/m2, red line) from 1870–2005. Horizontal red lines indicate the epoch mean of the TSI.
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observed NASST is largely caused by IV (e.g., AMOC; Kim et al., 2018), as the IV‐ and AMOC‐induced SST
anomaly patterns roughly match the observed SST change patterns (Figures S4 and S5).

How do the aerosols cause the multidecadal NASST variations? Figure 3 shows that large volcanic eruptions
during the AMV negative phases (1900–1926 and 1966–1996) cool NASST and thus enhance the IV‐induced
negative AMV amplitude, while low VA loadings during the two warm phases (1927–1965 and 1997–2005)
lead to small impacts on NASST. Thus, VAs affect the AMV mainly by enhancing its amplitude during the
cold phases of the IV‐induced AMV cycles, as the volcanic eruptions happen to be more frequent during the
cold phases. The NASST response to the total solar irradiance (TSI) changes is weak (Figure 3a), as TSI varies
quasi‐periodically with small amplitudes on an 11‐year cycle (Figure 3b) and is uncorrelated with the AMV
cycles.

Given the large uncertainties in model simulations of AA's effects (Hua et al., 2018; Sato et al., 2018; Zhang
et al., 2013), we analyzed all the available CMIP5 and CMIP6 AA simulations. The multidecadal variations
in the AA forcing is roughly in phase with the IV‐induced AMV cycles (Figure 3); thus, the NASST response
to the AA forcing is positively correlated with and enlarge the IV‐induced AMV variations (r = 0.6, p < 0.05)
based on CMIP5 simulations. This is also true for CMIP6 AA forcing only and CESM1 AER simulations
(r > 0.6, p < 0.05).

The positive (negative) decadal anomalies in aerosol loadings roughly correspond to the AMV cold (warm)
periods (after linear detrending; Figure 3b). Under the decadal low aerosol loadings over the North
Atlantic, net surface shortwave radiation increases under both clear‐ and all‐sky conditions (Figures 4c

Figure 4. Differences in spatial response between warm and cold phases. AMV warm‐minus‐cold phase composite
differences over the North Atlantic in annual‐mean anomalies for (a) sea surface temperatures (SST, °C), (b) total
cloud fraction (%), and (c, d) net surface shortwave radiation (Wm−2, positive downward) for (c) clear‐sky and (d) all‐sky
conditions from the CMIP5 AA‐only simulations. The warm phase periods include 1927–1965 and 1997–2005, and the
cold phase periods include 1900–1926 and 1966–1996 based on the IV‐induced AMV index (blue line in Figure 2a). The
linear trend from 1870–2005 in the AA‐only simulations was removed before calculating the anomalies. The stippling
indicates that the anomalies are statistically significant at the 5% level based on a Student's t test. The results are
qualitatively similar when we only use models that include aerosols' indirect effects.
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and 4d), likely due to AA's direct and indirect effects and water vapor and other feedbacks (Bellucci
et al., 2017; Booth et al., 2012). The NASST is strongly correlated spatially with the net surface shortwave
radiation in the all‐forcing (r = 0.88) and AA‐forcing‐only (r = 0.7) simulations, but the correlation is rela-
tively weaker (r = 0.58) in the simulations with AA fixed to the preindustrial level (Figure S6). These
results indicate that decadal variations in AA forcing since the late 19th century have been roughly in
phase with IV‐induced AMV and significantly enhanced the AMV mainly through AA's impacts on sur-
face solar heating over the North Atlantic (Figures 4c, 4d, S6c, and S6d). Note that the regional responses
of surface solar radiation vary between the CMIP5 and CMIP6 models (Figures 4 and S6). For example,
the shortwave radiation response is relatively weak over the tropical North Atlantic in the CMIP6 models
(Figure S6c), which is primarily due to small changes in aerosol loadings over the region in CMIP6
(figures not shown).

Interestingly, the responses of SST and surface net shortwave radiations to the AA forcing are weak
over the inner subpolar North Atlantic south of Greenland (Figures 4a and S6d). This suggests that
other processes may have played a big role in that region. We further examined the responses to AA
forcing in North Atlantic SST, wind stress, surface heat flux, and ocean circulations (i.e., AMOC) using
the CESM1 AER ensemble of simulations (Figure S7). Increasing (decreasing) aerosols lead to stronger
(weaker) AMOC, colder (warming) SST over most North Atlantic, but warmer (colder) SST over the
inner subpolar North Atlantic, which leads to higher (lower) surface (sensible plus latent) heat flux
in the subpolar region. Note that as the warm and salty subtropical water enters the subpolar region,
it loses heat to the air and cools down with increased density, leading to the formation of the North
Atlantic Deep Water. Menary et al. (2013) has identified the key role of subpolar North Atlantic sea sur-
face salinity (SSS) in AMOC's response to aerosol changes. A strengthened AMOC in response to
increased aerosols is linked to atmospheric circulation changes (Figures S7a and S7b) and an increase
in salt advection by the overturning circulation (Menary et al., 2013). The aerosols' cooling effect dom-
inates over the warming effect of the strengthened AMOC in the North Atlantic, except for the inner
subpolar region with warm SST anomalies (Figure S7). Similar to the responses to AA forcing, the lack
of warming or even with a weak cooling over the midlatitude North Atlantic under increasing GHGs
(Figure S8) has been referred to as the North Atlantic warming hole, which has been attributed to sur-
face wind and ocean current changes (Chemke et al., 2020).

4. Conclusions and Discussion

In order to separate and quantify the internally generated and externally forced components in the multide-
cadal variations in NASST (i.e., AMV), we have analyzed SST and other fields from observations and CMIP5,
CMIP6, and CESM1 ensembles of simulations since 1870. We found that the multidecadal variations in
NASST (i.e., AMV) has resulted mainly from IV but VA and AA have been in phase with and amplified
the IV‐induced AMV since the late 1920s through their impacts on surface solar radiation, while the GHG
forcing has enhanced the warming in NASST, especially since the 1970s. Furthermore, the recent increasing
(decreasing) AA forcing also leads to a strengthened (weakened) AMOC and warm (cold) SST in the inner
subpolar North Atlantic while it causes cooling (warming) over the rest of the North Atlantic. Our results
are consistent with previous studies (Caesar et al., 2018; Delworth & Dixon, 2006; Menary et al., 2013) sug-
gesting that decreasing AAs or increasing GHGs could force a weakening of AMOC. Moreover, our study
extends beyond these previous studies by showing that the recent decadal NASST variations (including
SST over the midlatitude North Atlantic) have partly resulted from changes in AAs.

Our finding supports the notion that the recent observed AMV should be viewed as a combination of both
IV‐induced variations and responses to external forcing (Otterå et al., 2010; Tandon & Kushnir, 2015;
Terray, 2012; Ting et al., 2009) but is inconsistent with the conclusion that AMV is mainly a direct response
to external forcing (Bellomo et al., 2018; Bellucci et al., 2017; Booth et al., 2012; Murphy et al., 2017;
Watanabe & Tatebe, 2019). The latter conclusion is often based on the resemblance of the traditional
AMV index (i.e., the linearly detrended, low‐pass filtered NASST) between the observations and the exter-
nally forced response in model simulations. Our analysis would also lead to such a conclusion if the nonphy-
sical linear detrending is applied to the same data used in Figures 1 and 2 (Figure S9). Thus, the use of the
nonphysical linear detrending of the NASST can lead to the incorrect conclusion that AMV is mainly a direct
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response to external forcing. Yan et al. (2019) also concluded that the resemblance between linearly
detrended observed and CMIP5 forced AMV indices is an artifact of the linear detrending method. Our
new AMVIV index can better distinguish and quantify the IV‐induced AMV, while the AMVEX and
AMVnonGHG indices help quantify the total externally forced and aerosol‐forced AMV in observations more
accurately than the conventional AMV indices. Their use helps reconcile the current debate on the role of IV
and external forcing in causing AMV.

The recent NASST anomalies are not uniformly warm since 2005 as the SST in the Atlantic subpolar gyre
region is now as cold as it was in the 1990s (Robson et al., 2016). The recent SST tripole pattern, with cold
SST in the Atlantic subpolar gyre and the tropical North Atlantic and warm SST in the subtropical
Atlantic, is not representative of the conventional AMV, which shows an overall warming in the North
Atlantic. This indicates that the recent NASST changes have more complex causes, including weakened
ocean circulation and heat transport and effects from recent increases in GHGs and decreases in AAs
(see the supporting information for more discussions).

Our results highlight that the decadal variations in historical VA and AA concentrations over the North
Atlantic happen to be in‐phase with the IV‐induced AMV, leading to an amplification of the AMV by the
aerosol forcing. However, we realize that current models have large uncertainties in simulating aerosols'
effects. For example, the estimated weak IV‐induced SST signal is inconsistent with the recent strengthening
of AMOC since 1990 (Chen & Tung, 2018), the strong internally induced AMV‐related subpolar North
Atlantic SSS changes since 1990 (Yan et al., 2019), and surface turbulent heat flux anomalies during
1990–2005 (Kim et al., 2018). Thus, the CMIP5 and CMIP6 models may overestimate the NASST responses
to recent VA and AA. Chylek et al. (2020) suggest that CMIP5 models may overestimate volcanic cooling,
especially for boreal winter; such a bias may enlarge our estimated VA effects. The indirect effects of AAs
included in many climate models also have been overestimated (Sato et al., 2018; Toll et al., 2019).
Current model‐simulated NASST and AMOC responses to aerosols may be model dependent. Further efforts
to reduce the model deficiencies in simulating aerosols' effects will help improve simulations of the exter-
nally forced decadal climate variations.
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