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ABSTRACT

In recent years, haze pollution has become the most concerning environmental issue in China due to its

tremendous negative effects. In this study, we focus on the enhanced responses of December–January haze

days in North China to September–October sea ice in the Beaufort Sea during 1998–2015. Via both obser-

vation and numerical approaches, compared with an earlier period (1980–97), the sea ice concentration in the

Beaufort Sea presented large variability during 1998–2015. During 1980–97, the Beaufort Sea was mainly

covered by perennial ice, and the ablation and freezing of sea ice mainly occurred at the south edge of the

Beaufort Sea. Thus, heavy sea ice in autumn induced negative sea surface temperature anomalies across the

Gulf of Alaska in November. However, the colder sea surface in the Gulf of Alaska only induced a weak

influence on the haze-associated atmospheric circulations. In contrast, during 1998–2015, a drastic change in

sea ice existed near the center of the Arctic Ocean, due to the massive melting of multiyear sea ice in the

western Beaufort Sea. The perennial ice cover in the western Beaufort Sea was replaced by seasonal ice. The

broader sea ice cover resulted in positive sea surface temperature anomalies in the following November.

Then, suitable atmospheric backgrounds were induced for haze pollution in December and January.

Simultaneously, the response of the number of haze days over North China to sea ice cover increased. These

findings were verified by the CESM-LE simulations and aided in deepening the understanding of the cause of

haze pollution.

1. Introduction

Since the beginning of the satellite-observed sea ice

era, record-breaking minimum values of sea ice cover

have been observed in 2007 and 2012 (Polyakov et al.

2017), which might be connected to the trends of sea

level pressure (SLP) in Arctic in summer (Simmonds

2015). The dramatic reduction of the summer Arctic sea

ice (ASI) extent in recent years has fundamentally

changed the nature of the ice (Maslanik et al. 2011) in-

cluding the trend of thinning (Kwok and Rothrock 2009;

Cavalieri and Parkinson 2012), the prolonging of melt-

ing duration in summer (Markus et al. 2009), and the

shift from perennial sea ice to young ice (Maslanik et al.

2011; Kwok 2018). By the mid-twenty-first-century, an

absence of sea ice (Holland et al. 2006; Overland and

Wang 2013; Alekseev et al. 2016) and decrease of sea ice

duration (Wang et al. 2017) appear in model simula-

tions. The absence of ice in the Beaufort Sea may be for
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up to two months (Wang and Overland 2015; Mudryk

et al. 2018). TheBeaufort Sea is one of the regions where

sea ice has drastically shrunk in Arctic since 2007 (Wang

and Overland 2015), and also the major region where

multiyear sea ice has retreated (Mudryk et al. 2018).

Maslanik et al. (2007) revealed that 57% of the sea ice in

Beaufort Sea survived more than 5 years and 25% was

over 9 years old in 1987. However, by 2007, the amount

of sea ice older than 5 years had fallen to 7%. Since late

1990s, when sea ice passed through the southern part of

Beaufort Sea, the survival of sea ice has been difficult

and the continuous clockwise activity of multiyear ice

was limited. On the one hand, the increased seawater

heat flux from the Bering Strait has warmed the ocean

(Shimada et al. 2006; Mizobata et al. 2010), inducing

younger ice in the areas where sea ice melts in summer

(Rigor et al. 2002; Maslanik et al. 2007) and delaying the

regrowth of sea ice in the autumn (Steele et al. 2008). On

the other hand, multiyear sea ice was removed by

transporting and melting activities in the western Arctic

basin, a new region for ice export. Furthermore, the

enhanced circulation did not help to replenish the old

ice, but rather facilitated the transition to a younger ice

cover. If multiyear ice continues to decrease, the Arctic

ice cover will be controlled by the young ice, which is

more sensitive to climate forcing (Kwok 2018).

The decrease in sea ice was possibly affected by the

temporal and spatial changes in atmospheric circulation

(Overland andWang 2010; Screen et al. 2018), especially

the changes of Arctic storms (Simmonds et al. 2008;

Simmonds and Keay 2009; Screen et al. 2011). The

changes of cyclone properties (such as frequencies,

track, distribution, and depth), especially the interan-

nual variations, are associated with the anomalous SLP,

surface wind, sea ice drift, and cloud cover, which favor

sea ice melting (Simmonds et al. 2008; Simmonds and

Keay 2009; Screen et al. 2011). The loss of ASI can be

traced back to Arctic warming, which reduces the speed

of the eastward Rossby wave in the upper atmosphere

and causes the relevant anomalous atmospheric circu-

lation (Francis and Vavrus 2012; Vihma 2014; Zhou

2017). Lee et al. (2017) emphasized the importance of

the downward net surface infrared radiation in the trend

of Arctic surface warming, which was associated with

the trend of moisture flux. The increase of moisture not

only occurs from inside theArctic basin (Lee et al. 2017)

but also is imported from the midlatitudes (Luo et al.

2017). Luo et al. (2017) found that the Ural blocking

during positive North Atlantic Oscillation would cause

sea ice reduction over the Barents and Kara Seas, with

more moisture intrusion into the Arctic. In addition, the

Barents and Kara Seas warming associated with sea ice

reduction was found to affect the mean duration of Ural

blocking events (Luo et al. 2018). Blackport and Screen

(2020) used numerical simulations to find that Arctic

amplification will cause significant reduction in the in-

tensity of westerly wind, and pointed out it is reasonable

to associate the Arctic amplification with slower west-

erly flow, at least qualitatively, but not with wavier

circulation.

Screen and Simmonds (2010a,b) hold the view that the

loss of sea ice cover in autumn and winter would en-

hance the transfer of heat and cause warmer air tem-

peratures. Furthermore, the reduced ASI in autumn

warms the Arctic and influences structured planetary

waves in winter, which reduces the stability of the at-

mosphere and enhances baroclinicity (Gao et al. 2015).

Many scholars have paid attention to the effect of ASI

on Eurasian climate change, including effects on the

East Asian jet stream and deep trough over East Asia

(Li and Wang 2013) and the winter monsoon (Li and

Wang 2014; Li et al. 2015; Wang and Liu 2016). The

variations in ASI have had evident impacts on extreme

temperature (Tang et al. 2013; Luo et al. 2019), extreme

precipitation (Wu and Zhang 2009; Guo et al. 2014),

snowstorms (Na et al. 2012), and dust events (Fan et al.

2017) in China. The frequency of dust and sandstorm

events in North China is closely linked to the variabil-

ity in ASI after the mid-1990s (Fan et al. 2017). The

reduction in winter ASI is favorable for decreased

snow cover in winter and spring, which excites eastward

and southward stationary Rossby waves. Induced

dust-associated atmospheric circulations, including

the intensified East Asian subtropical jet, strength-

ened cyclogenesis, and increased atmospheric ther-

mal instability, cause lower frequencies of dust events.

Long-lived Ural blocking in conjunction with a positive

phase of the North Atlantic Oscillation is conducive

to amplifying the winter warm Arctic–cold Eurasian

pattern (Luo et al. 2016). Bader et al. (2011) indicated

that the ASI has a close link with the North Atlantic

Oscillation. However, Hopsch et al. (2012) compared

the relationship between the North Atlantic Oscillation

and ASI during 1979–2010 and 1950–2010, and found

that the results were inadequately robust. There are

also some studies showing that the correlation between

ASI in autumn and the East Asian winter monsoon is

unstable after the 1990s (Li and Wang 2014; Gao

et al. 2015).

High and quasi-linear anthropogenic emissions are

well-known and fundamental drivers of the severe air

pollution in China, but fluctuations in haze pollution

on synoptic and interannual time scales seemingly

show contradictory with increasing population and

industrialization. Based on statistical energy con-

sumption (Yin et al. 2015) and numerical experiments
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(Dang and Liao 2019), anthropogenic emissions have

been proven tomainly affect the long-term trend of haze

pollutions. When the numerical simulations were solely

driven by varying emissions (i.e., the meteorological

conditions were fixed), the interannual to decadal vari-

ations of haze cannot be reproduced (Dang and Liao

2019). On the other hand, many researchers have dis-

covered the importance of atmospheric circulation and

local meteorological conditions in driving haze pollution

across China (Wang and Chen 2016; Yang et al. 2016;

Yin and Wang 2017a). By restricting the vertical and

horizontal dispersion capacities, some meteorological

conditions such as southerly anomalies, lower boundary

layer height (BLH), higher relative humidity, and weak

surface wind speed (WSPD) could induce and aggra-

vate haze pollution (Yang et al. 2016; Yin and Wang

2017a). Wang et al. (2015) also illustrated the strong

negative correlation between haze in eastern China and

ASI during 1979–2012, which provided the theoretical

basis for the seasonal outlook of haze days in North

China (Yin and Wang 2016a, 2017b). Furthermore, Yin

et al. (2019) revealed the physical mechanisms behind

the close relationship between early autumn Beaufort

Sea ice and December–January haze days in North

China. Sea ice anomalies can induce anomalous SST

over the Bering Sea and Gulf of Alaska. As a telecon-

nection, SST anomalies will cause northward westerly

jet movement, weakening the East Asian deep trough in

the following December and January. Thus, horizontal

and vertical dispersion are restricted, whih is conducive

to haze formation. Therefore, the open question raised

here is whether the connection between the ASI and

early winter haze pollution in North China discussed by

Yin et al. (2019) is stable or has changed on the inter-

decadal scale, and furthermore whether the melting

multiyear sea ice affects this process and even causes

the changes of relationship. Li et al. (2019) used the

ensemble scheme of the WRF-Chem model to improve

the prediction skill of PM2.5 concentrations. The insta-

bilities of the preceding drivers alter the predictability

of haze days on seasonal to interannual scales. The

goal of this study is to examine the changed response

of early-winter haze days in North China to sea ice after

the mid-1990s.

2. Datasets and methods

The definition of haze days was based on the results of

Yin and Wang (2016b). To analyze the climatic features

and variability of haze in China, haze days were calcu-

lated based on long-term meteorological observations.

A day when the visibility was less than 10 km, with rel-

ative humidity lower than 90%, was described as a haze

day. Other weather phenomena that affected visibility,

such as dust, sandstorms, and precipitation, were ex-

cluded. Furthermore, to demonstrate the representation

of haze pollution, Yin and Wang (2016b) compared this

data to atmospheric compositions (including SO2, NO,

NO2, NOX, CO, O3, PM2.5, and nephelometric turbid-

ity). Their results showed that these atmospheric

compositions were consistent with the defined haze

days. The relevant data, including the relative hu-

midity, visibility, wind, and weather phenomena from

1980 to 2015, were downloaded from the National

Meteorological InformationCenter,ChinaMeteorological

Administration.

The data on the age of sea ice (spatial resolution:

12.5 km3 12.5 km) were downloaded from the National

Snow and Ice Data Center. Based on the sea ice con-

centration, perennial sea ice was recognized when the

age of ice was longer than 1 year (Tschudi et al. 2019).

Sea ice is considered to exist in each grid when the

concentration of ice exceeds 15%. If the ice concentra-

tion is maintained at 15% or more throughout the

summer (ice melting season), the age of the sea ice in-

creases by one. The 18 3 18 monthly sea ice concentra-

tions were obtained from the Met Office Hadley Centre

(Rayner et al. 2003). The geopotential height, SLP,

zonal and meridional winds, surface wind and wind

speed, vertical velocity, specific humidity, air tempera-

ture at different levels, surface air temperature, sea

surface temperature (SST), skin temperature (SKT),

and BLH were collected from the ERA-Interim data-

sets, with a horizontal resolution of 18 3 18 (Dee et al.

2011). The daily reanalysis data from ERA-Interim

datasets (18 3 18) included latent heat net flux and

sensible heat net flux (Dee et al. 2011).

The numerical experiment dataset (0.98 3 1.258) was
simulated with the fully coupled Community Earth

System Model (CESM), which is maintained by the

National Center for Atmospheric Research (Kay et al.

2015). The CESM was developed on the basis of the

Common Climate System Model in 2010. It is a fully

coupled global climate model that includes modules

for atmosphere, land, ocean, ice, and rivers. All 35

members of the CESM Large Ensemble Project (http://

www.cesm.ucar.edu/projects/community-projects/LENS/),

which were subject to the same radiative forcing and

started from a set of initial atmospheric states, are used

in this study. The focus period (1980–2015) consists of a

historical simulation (1980–2005) and representative

concentration pathway (RCP) 8.5 forcing simulation

(2006–15).

The anthropogenic emissions mainly affect the

long-term trend of haze pollution (Yin et al. 2015; Dang

and Liao 2019). The signal of global warming existed in
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most climate variables. Because we focused on the

interannual-to-decadal variation of haze pollution,

the linear trends of all variables were removed to

exclude the effects of global warming and anthropo-

genic emissions.

3. Varying features of sea ice

To investigate the changes in sea ice itself, we first

examined the age of sea ice in the Arctic (see Fig. S1 in

the online supplemental material). Perennial ice was

maintained in the north of the Beaufort Sea before 1998

and declined rapidly afterward. Before the mid-1990s,

the average age of sea ice wasmore than 3 years over the

Beaufort Sea (where was almost covered with perennial

sea ice). Multiyear sea ice has persisted for more than 13

years in the north-central Beaufort Sea (Fig. 1a). In

contrast, during 1998–2015, the phenomenon of multi-

year ice melting appeared in the northern part of the

Beaufort Sea (Fig. 1b), which had previously been cov-

ered by perennial sea ice (Fig. 1a). In this area, the

maximum duration of multiyear ice has also plummeted

(from more than 13 years to less than 7 years). A max-

imum duration of multiyear ice exceeding 9 years solely

exists in the northernmost areas of the Beaufort Sea.

The longest duration ofmultiyear ice inmost parts of the

north of Beaufort Sea is 3–7 years, and no multiyear ice

exists in the southern region.

The continued losses of multiyear ice, which meant

that Arctic ice cover was controlled by seasonal ice,

should be considered as a more sensitive contributor

to climate forcing (Kwok 2018). The changing state

of the sea ice cover is also closely related to the existence

of multiyear ice. Decreased multiyear sea ice in the

Beaufort Sea would obviously reduce the coverage

(Polyakov et al. 2012; Kwok 2018). As shown in Fig. 2a,

the September–October sea ice area in Beaufort Sea

(738–808N, 1468–1788W), defined as the BSISO index,

varied slightly before the mid-1990s because perennial

sea ice persistently covered the sea surface (Fig. 1a).

However, after 1998, the sea ice area strongly varied

(Fig. 2a) due to the replacement of perennial ice with

annual ice (Fig. 1b). The relative standard deviation

(RSD; i.e., the standard deviation/mean) of BSISO was

also calculated, which increased from 8% during 1980–

97 to 39% in the period of 1998–2015 and meant stron-

ger modulation effects on the atmosphere circulation

after 1998. The sea ice area in the north of Beaufort Sea

(BSIN) and in the south of Beaufort Sea (BSIS), divided

at 768N, together constitute the BSISO and are shown in

Fig. 2a. The RSD of BSIS (BSIN) was 16% (1%) during

1980–97 and 73% (29%) from 1998 to 2015. It is obvious

that the BSIN values were really flat before the mid-

1990s, began to vary after 1998, and have strongly

changed since 2006 (Fig. 2a). Because of the invariability

of perennial ice area before the mid-1990s, the BSISO

FIG. 1. The distribution of maximum durative years of multiyear sea ice (shading) during (a) 1980–97 and

(b) 1998–2015. The black lines indicate that the number of years of multiyear ice exceeded 13 years. The yellow

lines indicate that the number ofmultiyear ice exceeded 7 years. The black box represents the selectedBeaufort Sea

region.
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changed only a little. However, after 1998, due to the

replacement of perennial ice with annual ice, especially

in the north of the Beaufort Sea, the BSISO showed

obvious interannual variation.

The BSISO index, including both of the changing

features of multiyear ice and young ice, emphasizes the

coverage of sea ice and the impacts on high albedo and

heat exchange. To clearly show the change of sea ice, the

correlation coefficients between sea ice and the BSISO

and the standard deviations of sea ice during 1980–97

(P1) and 1998–2015 (P2) are shown in Figs. 2b and 2c,

respectively (see also Fig. S2). The September–October

sea ice correlation with the BSISO was broader and the

correlation coefficients were also greater during P2

(Fig. 2b), indicating that the sea ice covaried more

within the whole Beaufort Sea and could influence the

local and teleconnected climate more significantly.

However, during P1 the correlation coefficient was in-

significant over the northern Beaufort Sea, but was sig-

nificant close to the Bering Strait (Fig. 2b) (i.e., slightly

southward of the selected key area). Furthermore, we

calculated the spatial distribution of the standard devi-

ation of the sea ice concentration during these two pe-

riods (Fig. S2). It is notable that the area with a larger

standard deviation was mainly located in the peripheral

band of theArcticOcean during P1 (Fig. S2a). However,

FIG. 2. (a) Variation in BSISO, BSIN, and BSIS and their RSD during P1 and P2. The correlation coefficient (CC)

between the BSISO and September–October sea ice concentration during (b) 1980–97 and (c) 1998–2015 after

detrending. The black dots indicate CCs exceeding the 95% confidence level (t test). The black box represents the

selected Beaufort Sea region. The linear trend was removed.

15 JUNE 2020 L I AND Y IN 5065

Unauthenticated | Downloaded 04/10/21 09:25 AM UTC



during P2, the larger standard deviation area, which

indicates strong air–ice interactions, was mostly located

inside the Arctic Circle (even close to the pole). That is,

the evident intensity of the interannual variation in sea

ice could be seen across the whole Beaufort Sea during

P2, but was only visible in the marginal area of the

Beaufort Sea during 1980–97, which is in good accor-

dance with and possibly resulting from the replacement

of perennial ice with annual ice.

Due to the high albedo of sea ice, the efficient radia-

tive cooling could reflect more solar radiation and pre-

vent the exchange of sea and air energy (Peng et al.

2019). Thus, significant variation in sea ice coverage

would cause related SKT anomalies. Significant differ-

ences in the impacts of heavy sea ice on the surface

temperature are easily and clearly recognizable from P1

and P2 (Fig. S3), which is consistent with the changing

features of sea ice itself (ice age in Fig. 1, covarition in

Fig. 2, and standard deviation distributions in Fig. S2).

During P1, the significant variability of BSISO almost

entirely came from sea ice from the south of Beaufort

Sea. Analogously, significant negative correlations be-

tween September–October SKT and BSISO were nar-

rowly located in the southern Beaufort Sea (Fig. S3a).

It is worth noting that SKT in the Gulf of Alaska

also shows significant decreases, indicating a synchro-

nous change with the negative September–October SKT

anomalies in the Beaufort Sea. In contrast, melting

of perennial sea ice introduced large variability (indi-

cating large air–ice interactions) into the north of the

Beaufort Sea during P2. The area of significant nega-

tive SKT anomalies was not only extended but also

located northward (Fig. S3b). As indicated by the

negative relationship between the BSISO and SKT, the

radiative cooling effect associated with the sea ice

anomalies in the Beaufort Sea also exhibited significant

differences during P1 and P2, which must have led to

distinct responses in the resultant winter atmosphere

circulations.

4. Strengthened impacts of BSISO on haze

The number of December and January haze days in

North China (NC; 348–428N, 1148–1208E), denoted as

HDJNC, showed obvious interannual variation during

1980–2015 after detrending (Fig. 3). Before the mid-

1990s, the amplitudes of the number of haze days were

small. After that, the intensity of the interannual-

to-decadal variation in HDJNC strengthened. In addi-

tion, the number of haze days increased sharply after

2010. To reveal the connection between the HDJNC

and ASI, their correlation coefficients were calculated

and showed a significantly positive correlation in the

Beaufort Sea during 1980–2015 (figure omitted).

Statistically, more sea ice coverage over the Beaufort

Sea was associated with heavy haze pollution in North

China. Furthermore, we found that this relationship

became stronger after the mid-1990s. To explore the

changes in the relationship between the BSISO index

and HDJNC, the variations in HDJNC and BSISO and

their corresponding relationships are plotted in Fig. 3.

Obviously, the interannual-to-decadal fluctuations in

both indices during P1 were weaker than those from

1998 to 2015. Simultaneously, the sharp increase in the

number of haze events since 2010 was consistent with

the phenomenon of growing sea ice cover after remov-

ing the linear trend. The number of years when the

anomalies of HDJNC and BSISO with the same mathe-

matical sign (NYSMS) were counted and those with

significant amplitudes (i.e., janomaliesj . 0.8 3 its

standard deviation) among the NYSMS values was

extracted and termed NYSA. Compared to P1, both

NYSMS and NYSA significantly increased during P2.

Specifically, there were 8 (0) NYSMS (NYSA) years

before the mid-1990s, which dramatically increased to

13 (5) years during 1998–2015 (Fig. 3).

The correlation coefficient between HDJNC and

BSISO was 0.49 (exceeding the 99% confidence level)

during 1980–2015; however, it changed to 0.11 (insig-

nificant) and 0.56 during P1 and P2, respectively (Fig. 3).

The changed correlationship between the HDJNC

and BSISO indicates that the response of HDJNC to

Beaufort Sea ice significantly enhanced after the mid-

1990s. Combining the previous analysis of sea ice cov-

erage in two subperiods, we speculated that the varying

features of sea ice, such as the covariation and inten-

sity of the interannual variation, might have caused

the observed strengthened relationship betweenHDJNC

FIG. 3. The variation in normalized HDJNC (orange) and BSISO

(green) from 1980 to 2015 after the removal of the linear trend.

The open circle (s) indicates the anomalies of HDJNC and BSISO

with the same mathematical sign. The closed circle (d) indicates

the anomalies of HDJNC and BSISO both with the same mathe-

matical sign and significant amplitudes (i.e., janomaliesj. 0.83 its

standard deviation). The CCs between HDJNC and BSISO, BSIN,

and BSIS were also marked during 1980–97 and 1998–2015,

respectively.
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and BSISO. As aforementioned, due to the replacement

of perennial ice with annual ice in the north of Beaufort

Sea, the variability of BSIN largely contributed to the

interannual to decadal variation in BSISO after 1998

(Fig. 2a). Correspondingly, the enhancement of corre-

lation with HDJNC was more remarkable in the north

of Beaufort Sea than in the south. That is, the correla-

tion coefficient between HDJNC and BSIN increased

from 20.03 (insignificant in P1) to 0.58 (significant at

99% confidence level in P2). In contrast, the correlation

coefficient between HDJNC and BSIS increased from

0.12 (insignificant in P1) to 0.47 (significant at 95%

confidence level in P2). This also illustrates that the

melting of perennial sea ice (particularly in the north of

Beaufort Sea) not only increased the variability of

BSISO, but also enhanced the impacts of BSISO on the

early-winter haze pollutions in North China after the

mid-1990s.

5. Possible physical mechanisms

To further explore the reasons for this enhanced re-

lationship, first, the associated atmospheric circulations

were analyzed during P2 (Fig. 4) and P1 (Fig. 5).

According to the results from Deser et al. (2007), the

responses of atmospheric circulations to sea ice anom-

alies were barotropic and strengthened within 2 months.

In September and October, the anomalous radiation

cooling effects induced anomalous cyclonic circulations

from the surface to themid- to high troposphere near the

Beaufort Sea (Figs. 4a and 5a). During P2, anomalous

cyclonic responses were located in the Arctic Ocean,

which was consistent with the notable anomalous

SKT region during P2 (Fig. S3b). In contrast, the center

of the anomalous cyclonic circulations during P1 lay

over the Gulf of Alaska and extended to the Beaufort

Sea, which was close to the negative SKT anomalies

during P1 (Fig. S3a and Fig. 5a). Moreover, there were

shallow anticyclonic responses south of the cyclonic

anomalies, in the North Pacific during P2 (Fig. 4a) or

the Pacific center during P1 (Fig. 5a). In the subsequent

November, the barotropic structure became more dis-

tinct (Figs. 4b,d and 5b,d). In particular, near the sur-

face, weaker cyclonic and anticyclonic responses in

September (Fig. 5a) and October became obvious in

November. During P2, cyclonic and anticyclonic anom-

alies were still located in the Arctic Ocean in November,

but the centers of these responses shifted eastward and

northward, respectively (Figs. 4b,d). However, due to

the obviously faster eastward movement during P1, the

FIG. 4. The CCs between the BSISO and (a) September–October geopotential height (shading) and wind (arrow)

at 500 hPa, (b) November geopotential height (shading) and wind (arrow) at 500 hPa, (c) September–October SLP

(shading) and surface wind (arrow), and (d) November SLP (shading) and surface wind (arrow) during 1998–2015

after detrending. The black dots indicate CCs exceeding the 95% confidence level (t test). The black box in (a)–(d)

represents the location of the Beaufort Sea.
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center of the low pressure system had moved toward

land near the Mackenzie River, and the anomalous cy-

clone circulations over the Beaufort Sea were replaced

by propagated anticyclonic anomalies (Figs. 5b,d). Thus,

the associated atmospheric circulations influenced by

the changed sea ice (i.e., the multiyear ice, the sea ice

edge, and radiation cooling effect) presented significant

differences mentioned in the above during P1 (Fig. 1a)

and P2 (Fig. 1b), and these discrepant atmospheric

anomalies near the Beaufort Sea and Gulf of Alaska in

November might have triggered different responses on

the sea surface, such as SST anomalies.

As illustrated in Fig. 6, obvious SST anomalies in

November connected with the variation in the BSISO

existed in the Gulf of Alaska area (GA; 468–658N, 1308–
1708W; Fig. 6a) during P1 but in the Bering Sea andGulf

of Alaska (BA; 498–608N, 1658W–1808 and 408–528N,

1308–1658W, respectively; Fig. 6b) during P2. In these

two periods, the SST anomalies were not only in outlier

regions but even manifested as opposite responses (i.e.,

negative anomalies during P1 and positive anomalies

during P2). The aforementioned analysis indicated that

the change in multiyear ice would invoke considerably

different anomalous responses in the troposphere. The

opposite SST variations during P1 (negative anomalies)

and P2 (positive anomalies) might be related to the

atmospheric anomalies. The possible physical pro-

cesses might be that the positive BSISO could affect

the November WSPD in the North Pacific, as it might

influence the energy budget of seawater and cause

anomalous SST responses (Subrahamanyam et al. 2009).

In addition, the positional differences in the anomalous

cyclonic and anticyclonic circulations during P1 and P2,

induced by the significant variation in sea ice coverage,

would affect SSTs in different regions respectively (GA

and BA; Figs. 6a,b). These discrepancies in the associ-

ated November SST anomalies during P1 and P2 might

evoke distinctive responses in the atmosphere in the

following December and January and cause the en-

hanced responses of December–January haze days in

North China. Before exploring how SST anomalies af-

fect haze days, the physical process of inducing these

SST anomalies should be analyzed in more detail.

According to the correlation coefficients between the

BSISO andWSPD, a highly correlated area was located

near the southern part of the Bering Sea (RS1; 448–548N,

1528–1808W) and west of Canada (RS2; 448–568N, 1308–
1458W) during P1 (Fig. 7a) but was distributed near the

southern part of the Gulf of Alaska (RS3; 418–548N,

1308–1658W) during P2 (Fig. 7b). These November

FIG. 5. The CCs between the BSISO and (a) September–October geopotential height (shading) and wind (arrow)

at 500 hPa, (b) November geopotential height (shading) and wind (arrow) at 500 hPa, (c) September–October SLP

(shading) and surface wind (arrow), and (d) November SLP (shading) and surface wind (arrow) during 1980–97

after detrending. The black dots indicate CCs exceeding the 95% confidence level (t test). The black box in (a)–(d)

represents the location of the Beaufort Sea.
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WSPD anomalies were connected with the airflow over

the southern part of the cyclonic and anticyclonic

anomaly regions. During P2, the anomalous eastward

flow, which was located over the southern part of the

anomalous anticyclonic circulation region (Fig. 4d),

overlaid the climatic westerlies and decelerated the

WSPD in RS3. The area-averaged surface wind speed

was computed as the WSPD index to explore the im-

pacts on simultaneous latent heat and sensible heat

fluxes, which were closely bound with the SST. The low

WSPDRS3 (i.e., the reduction of wind speed in RS3)

weakened the local exchange of energy and water

evaporation and decreased the release of latent heat and

sensible heat (Fig. 8b). The pivotal areas of anomalous

latent heat and sensible heat responses were located

in the Gulf of Alaska and Bering Sea. Thus, the ther-

mal energy was stored over BA, causing abnormally

positive SSTs in November. Moreover, the anticyclonic

anomalies, under clear-sky conditions, caused the at-

tenuation of solar radiation to weaken. Thus, more

shortwave radiation was absorbed and stored in seawa-

ter, and positive SST anomalies appeared (Wu and

Kinter 2011). Analogously, during P1, the anomalous

eastward flow over the southern part of the anticyclonic

anomaly region (Fig. 6d) decelerated the WSPD (RS1).

Instead, the anomalous westward wind over the south-

ern part of the cyclonic anomaly region could accelerate

the WSPD (RS2). Thus, the WSPD index during P1 was

constructed as the area-average WSPD in RS2 minus

that in RS1 and is presented as WSPDRS22RS1. The

combined effect of theWSPD in RS1 andRS2 enhanced

the release of latent and sensible heat (Fig. 8a) in GA,

causing abnormally negative SSTs.

In succession, the SST indices, that is, SSTGA (Gulf

of Alaska area) and SSTBA (Bering Sea and Gulf

of Alaska), were computed to probe the effects on

FIG. 7. The CCs between the BSISO and surface wind speed in November during (a) 1980–97 and (b) 1998–2015

after detrending. The white dots indicate CCs exceeding the 90% confidence level (t test). The black boxes (RS1,

RS2, and RS3) represent the significantly correlated areas, which were used to calculate the WSPDRS22RS1 and

WSPDRS3 indexes. The linear trend was removed.

FIG. 6. The CCs between the BSISO and SSTs in November during (a) 1980–97 and (b) 1998–2015 after de-

trending. The black dots indicate CCs exceeding the 95% confidence level (t test). The black boxes (GA: Gulf of

Alaska; BA: Bering Sea and Gulf of Alaska together) represent the significantly correlated areas, which were used

to calculate the SST indices. The linear trend was removed.
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consequent December–January haze days. After re-

moving the linear trend, the CCs between the SST index

and HDJNC were 20.30 (SSTGA; not significant) and

0.76 (SSTBA; above the 99% confidence level). We

speculated that the strengthened responses of haze days

after the mid-1990s might be ascribed to the SST

anomalies, which were evoked by the anomalous BSISO

index. During P2, the positive SST anomalies heated the

atmosphere and caused ascending motion over the

Aleutian area (Fig. 9). Based on the anomalous as-

cending motion, three anomalous centers appeared in

the upper troposphere, located in the northern Pacific

(cyclonic circulations) and in North China and Canada

(the anticyclonic circulations; Figs. 9a,b). Due to the

anticyclonic and cyclonic anomalies, the pressure gra-

dient between North China and the Sea of Okhotsk in

the Pacific enhanced, and the zonal west winds moved

northward. Thus, the East Asian jet stream receded

(Fig. 9a), the south section of the deep trough over East

Asia weakened (Fig. 9b), and the meridionality of the

atmosphere reduced, demonstrating that cold air intru-

sion into China receded. These anomalous atmospheric

circulations favor haze pollution.

Near the surface, the strengthened and widened

Aleutian low, which was ascribed to positive SSTBA

anomalies, could evoke positive SLP anomalies in the

western Pacific similar to the North Pacific Oscillation

pattern (Figs. 9c,d). It is obvious that the positive SLP

FIG. 8. The CCs between the November heat flux (latent1 sensible heat flux) and (a) WSPDRS22RS1 from 1980–

97 and (b) WSPDRS3 3 21 from 1998–2015. The black dots indicate that the CCs exceeded the 95% confidence

level (t test). The black box in (a) represents the GA area and in (b) represents the BA area. The linear trend was

removed.

FIG. 9. The CCs between the November SSTBA and wind (arrow) and geopotential height (shading) at (a) 200,

(b) 500, and (c) 850 hPa, and the (d) surface wind (arrow) and SLP (shading) in December–January during 1998–

2015. The black dots indicate that the CCs exceeded the 95% confidence level (t test). The linear trend was

removed.
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anomalies caused southerly anomalies from the west

Pacific to the NC area. Simultaneously, the anomalous

southerlies suppressed the cold air, reduced the wind

speed locally, and strengthened the transportation of

humid airflow (Fig. 10a). Adequate moisture provided a

feasible condition for the hygroscopic growth of fine

particles, which is important for obstructing visibility.

The low BLH and thermal inversion layer led to stable

weather conditions by limiting the vertical dispersion

(Fig. 10b). Additionally, there were obvious ascending

motion anomalies over the NC area (Fig. 11b). Zhong

et al. (2019) considered that the updraft could hinder the

downward transport of momentum and clear air from

the upper troposphere. Thus, ascending motion anom-

alies over the NC area were favorable for further

maintaining stable weather conditions (Fig. 11b). These

weather conditions, with the aforementioned atmo-

spheric circulations, increased the occurrence of haze or

deepened the degree of haze pollution.

However, during P1, the negative SST anomalies in

GA cooled the atmosphere and caused a sinkingmotion,

with weak anticyclonic responses over the Aleutian area

(Fig. 12). The anomalous anticyclone responses could

extend to north of Eurasia in the upper troposphere.

Contrary to the P2 period, although the atmospheric

circulations in the upper troposphere were not condu-

cive to haze pollution, the weaker responses could not

contribute much to haze pollution. Near the surface, the

relatively local responses during P1were unconducive to

haze pollution, such as dry and cold winds (Fig. 13a), an

unstable boundary layer (Fig. 13b), and ascending mo-

tion (Fig. 14b). However, these atmospheric circulations

and meteorological conditions were weak, which was

the main reason for the indifferent correlations before

the mid-1990s.

6. Verifications by large-ensemble numerical
experiments

Numerical experiments with the CESM-LE dataset

during 1980–2015 were designed to verify the afore-

mentioned conclusions. As statistical analysis, it should

be logical to design numerical experiments based on

two subperiods, respectively. However, the simulated

Beaufort Sea ice concentrations could not perfectly re-

produce the changing features of sea ice in P1 and P2

(i.e., only the southernmost part of Beaufort Sea was

dominated by seasonal ice during P1, but the replace-

ment of perennial ice with annual ice occurred in the

north of Beaufort Sea area during P2). This phenome-

non somewhat reflects the limitations of climate models

to simulate detailed varying features in the Arctic

region (Song and Liu 2017). What we emphasized is the

interannual to decadal variation and relationships by

FIG. 10. The CCs between theNovember SSTBA and the (a) surface wind (arrow) and specific humidity (shading)

at 1000 hPa and the (b) BLH (shading) and thermal inversion potential (contours; solid (dashed) green lines in-

dicate that the positive (negative) correlations exceeded the 95% confidence level (t test) during 1998–2015. The

black dots indicate that the CCs exceeded the 95% confidence level (t test). The linear trend was removed. The

black boxes represent the NC area. The thermal inversion potential was defined as the air temperature at 850 hPa

minus the surface air temperature.
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removing the linear trends. The fundamental point that

caused the different physical mechanisms in two sub-

periods was whether the sea ice area in the north of

Beaufort Sea showed obvious variability.

As said above, if the sea ice in the north of Beaufort

Sea did not melt (i.e., the multiyear sea ice was main-

tained), the variability of BSIN was quite small (Fig. 2a).

In this study, we used the melting situations of sea ice in

north of Beaufort Sea to divide the samples of CESM-

LE into two experiments: Experiment S (Exp-S) and

Experiment N (Exp-N). As shown in Fig. 15a (Exp-S),

the mean sea ice concentration in the north of Beaufort

Sea was larger than 94%, indicating a weak possibility

of melting. However, those in Exp-N were in the range

of 80%–94% (Fig. 15b), indicating large variability of

BSIN. Furthermore, the RSD of BSIN in Exp-N was

more than twice that in Exp-S. The scatterplot in Fig. 15c

presents the sea ice area (BSIN and BSIS in Exp-N, BSIN
and BSIS in Exp-S). Obviously, the BSIN in Exp-N

shows more dramatic dispersion (large variability) and

FIG. 11. The cross section (1148–1208E mean) CCs between the (a) HDJNC and (b) November SSTBA and the

omega (shading) and wind (arrow) fields in December–January during 1998–2015. The black dots indicate that the

CCs exceeded the 95% confidence level (t test). The linear trend was removed.

FIG. 12. The CCs between theNovember SSTGA321 and the wind (arrow) and geopotential height (shading) at

(a) 200, (b) 500, (c) and 850 hPa, and the (d) surface wind (arrow) and SLP (shading) in December–January during

1980–97. The black dots indicate that the CCs exceeded the 95% confidence level (t test). The linear trend was

removed.
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has smaller values (melting) than those in Exp-S

(Fig. 15c). Therefore, it is evident that the variability of

both BSIN and BSIS in Exp-N was greater than those

in Exp-S, which was consistent with the varying feature

of sea ice after the mid-1990s. Afterward, according to

the simulated sea ice area, the samples in each experi-

ment were divided in half, into samples with high sea ice

area (HighS) and samples with low sea ice area (LowS).

The composite results (HighS minus LowS) of atmo-

spheric circulations can be considered as the relevant

FIG. 13. The CCs between the November SSTGA 3 21 and the (a) surface wind (arrow) and specific humidity

(shading) at 1000 hPa and the (b) BLH (shading) and thermal inversion potential (contour; solid (dashed) green

lines indicate that the positive (negative) correlations exceeded the 95% confidence level (t test) during 1980–97.

The black dots indicate that the CCs exceeded the 95% confidence level (t test). The linear trend was removed. The

black boxes represent the NC area. The thermal inversion potential was defined as the air temperature at 850 hPa

minus the surface air temperature.

FIG. 14. The cross section (1148–1208E mean) CCs between the (a) HDJNC and (b) November SSTGA 321 and

the omega (shading) andwind (arrow) fields inDecember–January during 1980–97. The black dots indicate that the

CCs exceeded the 95% confidence level (t test). The linear trend was removed.
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atmospheric responses associated with differences in sea

ice. Furthermore, the comparisons (between the results

of Exp-S and Exp-N) were used to examine the impacts

of varying features of sea ice on the revealed enhance-

ment of relationships in section 4.

Under Exp-N, relevant atmospheric responses and

local weather conditions were calculated (Fig. 16).

Consistent with the observations and statistical analyses,

positive November SST responses were obvious in BA

regions (Fig. 16a), which followed strong multiyear ice

melting in entire Beaufort Sea (Fig. 15b). The early

winter anticyclonic responses over NC were well simu-

lated, both at 500hPa or near the surface (Fig. 16b),

which accorded with the observed results (Figs. 9b,c).

Anticyclonic circulations in the midtroposphere caused

a westerly jet moving northward and the south section

of East Asian trough receded. Thus, cold activities of

the atmosphere were reduced and the diffusion of pol-

lution particles was restricted. Simultaneously, com-

posites of local meteorological elements were also well

reproduced by the numerical model in early winter

(Figs. 16b,c). Anomalous southerlies, weak surface wind

speed, and low BLH could limit the horizontal and

vertical dispersion conditions, which were apt to the

accumulation of haze particles. Moreover, adequate

moisture favored fine particles growing into haze nuclei

through moisture absorption (Fig. 16b), leading to re-

duced visibility.

The sea ice melting mainly concentrated in the south

of Beaufort Sea in Exp-S (Fig. 17a) also presented re-

sults corresponding with the observations (Fig. 6a).

Cumulative sea ice decreased the SST over the Gulf of

Alaska in November. In the subsequent December–

January, the responses of the atmospheric circulations

were not significant in the midlower troposphere

(Fig. 17b). Anomalous northerlies over North China,

which slightly enhance the intrusions of cold air, re-

appeared in the numerical experiments (Figs. 17b and

12c). Additionally, strong surface wind speed and high

BLH led to unstable weather conditions (Figs. 17b,c), in

accord with the above analysis (Figs. 13a,b). However,

sufficient moisture was conducive to the hygroscopic

growth of fine particles in NC. Thus, under the multi-

factor functioning (conflicting to some extent), the effect

on the haze pollution was insignificant.

When the replacement of perennial ice with annual ice

occurred in the north of the Beaufort Sea (verified by

Exp-N), the following November SST anomalies, as a

bridge, effectively induced haze pollution overNC.When

themain change of themultiyear ice occurred only on the

edge of the Beaufort Sea (verified by Exp-S), there was

no significant linkage of sea ice and number of haze days.

The proposed physical mechanisms were successfully

reproduced and the major physical processes were well

captured by CESM-LE. To some extent, it shows that the

proposed relationshipwas enhanced and demonstrates its

dependence on the location of sea ice melting.

7. Conclusions and discussion

Considering the evident effect of the ASI on the

midlatitude climate, we found that the correlation be-

tween September–October sea ice in the Beaufort Sea

and December–January haze days in North China in-

creased after the mid-1990s. From 1998 to 2015, the

correlation coefficient between the BSISO and HDJNC

was 0.56 (exceeding the 99% confidence level) and was

much greater than that in the first subperiod (i.e., 0.11).

Furthermore, we analyzed the varying features of sea ice

and found that the replacement of perennial sea ice with

FIG. 15. Mean of September–October sea ice concentration in (a) Exp-S and (b) Exp-N. (c) Scatterplot of BSIN and BSIS in Exp-S (blue

rectangle) and Exp-N (green circle). Results are based on 35 ensembles of CESM-LE simulations. The black box in (a) and (b) represents

the location of the Beaufort Sea.
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young ice enlarged the variability of sea ice area and

strengthened the modulation effects on the atmospheric

circulations. Relying on radiation cooling, the BSISO

might enhance its contributions to early-winter haze in

North China after themid-1990s. In September–October,

the broader sea ice cover over the Beaufort Sea would

induce anomalous cyclonic circulations over the Arctic

and anomalous anticyclonic circulations over the

northern Pacific, causing positive SST anomalies over

the Bering Sea and Gulf of Alaska in November. Due to

the heating by the positive SST anomalies, the Aleutian

low deepened in the following December and January,

with anticyclonic anomalies occurring upstream and

downstream. Under these atmospheric circulation con-

ditions, the East Asian jet stream weakened, the south

section of the deep trough over East Asia receded, and

the cold air moving southward diminished. Near the

surface, the southerly anomalies, higher specific hu-

midity, lower BLH, and a shallower thermal inversion

layer led to suitable weather conditions for haze pollu-

tion. In these situations, the possibility of haze pollution

was enhanced. However, from 1980 to 1997, the weak

haze-associated atmospheric responses and local weather

conditions, which were induced by sea ice anomalies,

had difficulty to accumulating haze particles and caused

a weakened contribution to haze pollution. The above-

mentioned conclusions were strongly verified by the

large ensemble numerical experiments.

In this study, we considered that the melting of sea ice

(particularly in the north of the Beaufort Sea) played

important roles in the proposed enhanced relationships.

Close relationships between variations in Pacific SST

FIG. 16. Composite results in Exp-N (HighS minus LowS), including (a) sea surface temperature in November;

(b) geopotential height (contour) at 500 hPa, specific humidity (shading), and wind (arrow) at 850 hPa in

December–January; and (c) WSPD (shading) and BLH (contour) in December–January. The black box in

(a) represents the BA area, and in (c) and (d) it represents the NC area. The black dots indicate that mathematical

sign of the difference in shading are consistent with more than 55% of the members.
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and ASI loss were posited by numerous studies. The

anomalous atmospheric circulations in the high latitudes

(Ding et al. 2017) and external forcings in the Pacific,

such as the Pacific decadal oscillation (PDO) (Tokinaga

et al. 2017), both contributed to the sea ice decline since

1979. Yu et al. (2017) pointed out that the leading mode

of variability of global sea ice concentration presented

remarkable declines in the Beaufort Sea and had nega-

tive correlation with the PDO. Furthermore, the con-

tribution of sea ice loss to Arctic warming is larger

during the negative PDO phase than the positive phase

because both the mean circulation and sea-ice-driven

anomalies during PDOnegative phase are conductive to

warm air advection into the Arctic (Screen and Francis

2016). The September–October PDO index was mainly

positive during 1980–97 and mostly shifted to a negative

phase after the mid-1990s (Fig. 18a). According to

Screen and Francis (2016), relative to the positive PDO

phase, anomalous southerlies occurred and transported

warm air into the north of Beaufort Sea in the negative

PDO phase. These warm air advections favored the

melting of sea ice (sea ice area in Fig. 18b) and thus

enlarged the variability of BSISO (RSD in Fig. 18b),

which resulted in more efficient modulations in the

early-winter atmospheric circulations. Relying on the

revealed physical mechanism in this study, the differ-

ences of HDJNC between positive and negative BSISO

under the negative PDO phase are significant, but

those during the positive PDO phase are insignificant

(Fig. 18c). Based on these 36-yr data (mainly limited by

the length of HDJNC data), the contribution of sea ice

variability to haze pollution in North China is regulated

FIG. 17. Composite results in Exp-S (HighS minus LowS), including (a) SST in November; (b) geopotential

height (contour) at 500 hPa, specific humidity (shading), wind (arrow) at 850 hPa in December–January; and

(c)WSPD (shading) andBLH (contour) inDecember–January. The black box in (a) represents the BA area, and in

(c) and (d) it represents the NC area. The black dots indicate that mathematical sign of the difference in shading are

consistent with more than 55% of the members.
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by the phase of the PDO pattern. However, we must

notice that the period of 1980–2015 only covered one to

two cycles of the PDO, which would weaken the ro-

bustness of the relationships revealed in Fig. 18. In ad-

dition, Notz andMarotzke (2012) also found a physically

plausible strong correlation between ASI retreat and

increasing atmospheric CO2, but very weak direct im-

pacts from the PDO. That is, although we showed this

modulating action of the PDO, there were still some

uncertainties that needed longer observations and

further numerical experiments, similar to Screen and

Francis (2016).

Yin and Wang (2016a, 2017b) built seasonal predic-

tion models to forecast the haze conditions in the fol-

lowing winter, and September–October sea ice was

identified as an efficient factor. Thus, it is meaningful to

assess the influences of changed relationships on the

seasonal predictions. Although the enhanced contributions

of Beaufort Sea ice to early-winter haze days in North

China were clearly revealed in this study, some ques-

tions were still unexplored. In this study, we choose the

sea ice area to reflect the effects of sea ice on climate.

Thickness and other peculiarities of sea ice, related to

the melting of perennial sea ice, were not included and

still required further exploration. It is also worth noting

that a large number of global model simulations indicate

that the sea ice-free season may prolong under global

warming (Markus et al. 2009;Wang andOverland 2015);

thus, the physical mechanisms, when the sea ice disap-

pears, still need further verification.Moreover, wemainly

focused on the interannual effects of sea ice concen-

trations in the Beaufort Sea on haze days in North

China. During the analysis, the linear trend was re-

moved to represent the characteristics of interannual

variability, which is consistent with Wang et al. (2015).

Ding et al. (2017) illustrated that the September sea ice

FIG. 18. (a) The variation in September–October PDO index from 1980 to 2015. The years are split into cases

when the PDO index was positive (PDO1) or negative (PDO2) and the BSISO index was positive (BSI1) or

negative (BSI2). (b) Composite results of BSISO, BSIN, and BSIS during negative PDO phase (purple bars) and

positive PDO phase (green bars), respectively. The percentages were the relative standard deviation (RSD).

(c) Composite results of HDJNC according to the years split in (a). The hollow bars were the differences (BSI1
minus BSI2) under the positive or negative PDO phase, where the slashes indicate the differences were significant

at the 95% confidence level (t test).
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concentration over the Beaufort Sea, which was sensi-

tive to the Arctic amplification phenomenon, remark-

ably decreased since 1979. Thus, in addition to the

interannual connections revealed here, the trend be-

tween sea ice and haze days requires further research.
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