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ABSTRACT

The paths of winter cold surge (CS) events in East Asia (EA) from 1979 to 2017 are tracked by the Flexible

Particle (FLEXPART) model using ERA-Interim daily datasets, and the probability density distribution of

the paths is calculated by the kernel density estimation (KDE) method. The results showed that the paths of

CSs are significantly correlated with the intensity of the CSs, which shows an interdecadal transition from

weak to strong around 1995. CS paths can be classified into two types, namely, the western path type and the

northern path type, which were more likely to occur before and after 1995, respectively. Before 1995, the cold

air mainly originated from Europe and moved from west to east, and the synoptic features were associated

with the zonal wave train. After 1995, cold air accumulated over western Siberia and then invaded EA along

the northern path, and the synoptic features were mainly associated with the blocking structure. The geo-

potential height (GPH) anomalies over the Arctic were abnormally strong. This paper further analyzes the

relationship between CSs and winter sea ice concentration (SIC) in the Arctic. The results show that the

intensity of CSs is negatively correlated with the Barents SIC (BSIC). When the BSIC declines, the upward

wave flux over the Barents Sea is enhanced and expanded to the midlatitude region. GPH anomalies over the

Arctic are positive and form a negative AO-like pattern, which is conducive to the formation of the northern

path CS. Furthermore, the observed results are supported by numerical experiments with the NCAR

Community Atmosphere Model, version 5.3 (CAM5.3).

1. Introduction

Cold surges (CSs) are the main severe weather events

that affect East Asia (EA) during the winter half-year,

and they are considered to be one of the most striking

features of the EA winter monsoon and cause dramatic

temperature declines, freezing precipitation, and even

snowstorms (Chan and Li 2004; Yang et al. 2010). An

active CS usually occurs with a strong Siberian high.

The cold advection generated by the Siberian high

strengthens the north component of low-level winds,

thus resulting in a CS (Ding 1990; Zhang et al. 1997).

Many studies have different definitions for a CS. Ryoo

et al. (2005) defined a CS as an event where the mini-

mum temperature dropped bymore than 7.5K in 2 days.

Studies have also used both temperature declines and

the Siberian high as criteria for defining a CS (Zhang

et al. 1997; Chen et al. 2004; Jeong and Ho 2005).

Considering the problems with these methods, Park

et al. (2011a,b) and Park and Deng (2013) used the

Siberian high, daily temperature declines, and nega-

tive temperature anomalies [surface air temperature

(SAT) minus the mean SAT of every year on this day]

to define a CS. As early as 1955, Li (1955) classified the CS

events in EA into three types. The cold air of the first type

crosses China and eventually enters the Pacific Ocean, the

second typemainly affects central and northernChina, and

the last type of CS moves southward along the coast of

EA. However, due to the small number of CS samples

and data methods, Li studied three paths of CS invad-

ing China from central Siberia but did not analyze the

complete CS path in Eurasia. Through the clustering

analysis of the circulation before the outbreak of a CS,

Park and Deng (2013) further classified CS events of

EA into wave train and blocking types and then dis-

cussed the synoptic and dynamic differences between

the two types. The frequency and intensity of CS events

are important elements in describing CS activity, and

these variables affect climate change and have more

direct impacts on social and ecological systems.

Due to the intensification of global warming and the

weakening of EA winter monsoon, some studies haveCorresponding author: Gang Zeng, zenggang@nuist.edu.cn
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indicated that the frequency of CSs will decline in EA

(Gao et al. 2002; Alexander et al. 2006; Wang and Ding

2006; IPCC 2007, 2013). However, some scholars believe

that the process of a CS event is not only represented

by a simple temperature change but also includes a cir-

culation evolution associated with planetary wave ac-

tivity (Chen et al. 2005). The frequency and intensity of

CS events will remain or be enhanced in the long term

(Jeong and Ho 2005; Choi et al. 2009; Park et al. 2011b).

As one of the main characteristics of the CS, its path has

been a popular research topic in recent years. Tao (1957)

found that the cold air that caused the CS in EA mainly

came from the Barents–Kara Sea, and Ding (1990) fur-

ther confirmed that the Atlantic Ocean south of Iceland

is also one of the sources of cold air. Previous studies

have identified a CS path using cold high-pressure

centers or 24-h surface air temperature drop centers.

In recent years, the trajectory analysis method based

on the Lagrangian framework has provided a proper

technical method of studying CS paths. Walsh et al.

(2001) tracked the paths of strong cold air affecting

the eastern United States and northwestern Europe

using the reverse method. Park et al. (2011a) used the

Flexible Trajectory model (FLEXTRA) to analyze

the relationship between the CS path and the Arctic

Oscillation (AO) phase. The Hybrid Single Particle

Lagrangian Integrated Trajectory Model (HYSPLIT)

was used by Cai et al. (2019) to study the different

types of cold wave paths and their atmospheric cir-

culation characteristics in autumn in North China.

These studies demonstrate the feasibility of applying

the Lagrangian method to the study of CS paths. The

results show that CS events with different paths have

different circulation characteristics and bring differ-

ent weather phenomena to EA.

In addition to the studies of the characteristics of the

CS itself, many studies on CSs have mainly focused on

the large-scale circulation condition and the influence

of sea surface temperature (SST) anomalies, such as

El Niño–Southern Oscillation (ENSO) and AO (Chen

2002; Chen et al. 2004; Jeong and Ho 2005; Park et al.

2011a). However, there is still a lack of detailed research

on how Arctic sea ice affects CS events in EA. In the

past two decades, with continuous global warming and

Arctic sea ice decreases, the amplification effect of

the Arctic on global warming has become increasingly

prominent (Screen and Simmonds 2010), and this effect

strengthens the connection between the polar and the

middle to low latitudes and increases the intraseasonal

and interannual variability of atmospheric circulation

(Zhao et al. 2004; Li andWang 2012; Gao et al. 2014;Wu

et al. 1999, 2013, 2016; Wu 2017; Fan et al. 2018; Ji and

Fan 2019), which is conducive to the occurrence of

extreme weather events (Wang et al. 2015; Wu 2017).

Arctic sea ice is a cold source and plays a role in stabi-

lizing ocean stratification in the climate system. Sea ice

changes strongly affect the effective absorption of solar

radiation energy by changing the albedo. Sea ice blocks

or isolates the exchange of heat, momentum, andmatter

between sea and air. Meanwhile, since sea ice is closely

related to freshwater circulation and ocean stratifica-

tion, sea ice change may affect the deep-water circula-

tion of the ocean and the long-term trend of climate

change (Thorndike and Colony 1982; Makshtas and

Andreas 1991; Proshutinsky and Johnson 1997; Serreze

et al. 2007; Ogi et al. 2010; Screen and Simmonds 2010).

The melting of Arctic sea ice means that the role of the

Arctic cold source is weakening. Since the late 1990s,

Arctic sea ice has experienced a rapid melting trend.

The abnormal decrease of Arctic sea ice is consistent

with the changes in the cold winter of Eurasia (Honda

et al. 2009; Petoukhov and Semenov 2010; Inoue et al.

2012; Liu et al. 2012; Dai et al. 2019). However, whether

the melting of sea ice is the main cause of the cold winter

inEurasia, themechanism is still controversial (Blackport

et al. 2019; Blackport and Screen 2019; Mori et al. 2019b;

Screen and Blackport 2019b). Some studies have indi-

cated that the loss of sea ice, particularly in the Barents

Sea, can weaken the polar vortex and strengthen the

Siberian high and Ural blocking high, which provides

favorable conditions for the formation of blocking cir-

culation (Inoue et al. 2012; Kim et al. 2014; Luo et al.

2018) and increases the probability of extreme cold

events (Francis and Vavrus 2012; Barnes and Screen

2015). However, there is no consensus on this view

(McCusker et al. 2016; Sun et al. 2016; Ogawa et al. 2018).

Global warming increases the average temperature in

winter, while sea ice melting strengthens the winter block-

ing circulation in Eurasia, which facilitates the southward

movement of cold air in the Arctic region. Predicting the

change of CSs in the future remains challenging.

Many earlier studies focused on the occurrence of CSs

in EA (Ding 1990; Chen et al. 2004; Jeong and Ho 2005;

Choi et al. 2009; Park and Deng 2013; Heo et al. 2018),

although few studies have focused on the paths of CSs

from the perspective of climatology, especially its de-

cadal variability. How have changes in the CS paths

affected EA from 1979 to 2017? Is this change related

to Arctic sea ice? If so, what is the possible mechanism

of the Arctic sea ice influence on CSs in EA? This study

focuses on these questions and will help understand

the variability of the CS path in EA and its possible

cause. To obtain more reliable results, we used the

FLEXPART model to track the CS path and then used

numerical simulations to verify the relationship between

path and Arctic sea ice.
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This paper is organized as follows. Section 2 de-

scribes the datasets and the mathematical and modeling

methods used in this paper. Section 3 introduces the

interdecadal variation in the CS path and its circulation

characteristics. Section 4 discusses the relationship be-

tween the path change and Arctic sea ice. Section 5

describes numerical simulations by the Community

Atmosphere Model, version 5.3 (CAM5.3) to verify the

previous conclusions. Finally, conclusions and discus-

sion are presented in section 6.

2. Data and methods

a. Data

To calculate the frequency and intensity of CS events

and analyze their synoptic and dynamic features, we

used the ERA-Interim daily datasets (Dee et al. 2011)

provided by the European Centre for Medium-Range

Weather Forecasts (ECMWF). These data have a

2.58 3 2.58 horizontal resolution and 37 vertical pressure

levels ranging from 1000 to 1 hPa. The dataset includes

the sea level pressure (SLP), temperature, horizontal

wind, and potential height. Six-hourly data were used

to track the CS paths by FLEXPART, and these data

were also obtained from the ERA-Interim dataset. The

monthly SIC was obtained from the Hadley Centre

(Rayner et al. 2003), and these data have a horizontal

resolution of 18 3 18.

b. Definition of cold surge event

The criteria for defining a CS event in this study are

mainly based on the methodology of Park et al. (2011a,b)

and Park and Deng (2013). However, we made some

additional improvements. An activeCS is often caused by

cold advection produced by the Siberian high. Therefore,

we first eliminated the cold events caused by the local

SAT dropping by considering the central value and po-

sition of the Siberian high. When a CS event occurs, the

maximum pressure center in the domain of the Siberian

high (Fig. 1) should exceed 1035hPa. To avoid the impact

of single grid surface temperature anomalies and exclude

small-scale cold events, we divided EA into 58 3 58 grid
boxes as shown in Fig. 1 and then calculated the mean

SAT for each grid box. There are differences in the

sensitivity to cold events between the north and the

south. The threshold of the CS standard should be

adjusted according to the local climate characteris-

tics. Therefore, when a CS occurs, the daily temper-

ature drop (SATt 2 SATt21) and the SAT anomalies

based on the 39 winters from 1979 to 2017 should

exceed 21.5s (s is the standard deviation of the SAT

during the 39 winters). A CS event is defined as when

one or more boxes in EA meet the criteria above.

Based on these criteria, we screened 409 CS events in

39 winters from 1979 to 2017 (winter here is defined as

December of one year to February of the following

year). Finally, continuous CS events need to be elimi-

nated. Here, we follow the method of Heo et al. (2018).

The end date of a CS is defined as the first day in which

the daily SATanomaly rise exceeds20.5s after a CS event

occurs. Based on all the conditions above, 108 continuous

CS events were eliminated and 301 CS events were ulti-

mately identified. The intensity of each CS event is defined

as the mean value of the daily SAT decline from the be-

ginning to the end of a CS event. We focus on the daily

cooling of the CS process rather than the total cooling by

this definition. Therefore, differences with previous

studies may occur (Woo et al. 2012; Heo et al. 2018).

c. CS trajectory tracking

Park et al. (2011a) used the FLEXTRA model to

track the CSs of EA under positive and negative AO

phases. The FLEXPART model (Pisso et al. 2019) is a

further development of its predecessor FLEXTRA. It

is a Lagrangian particle diffusion model that is suitable

for simulating a large range of atmospheric transport

processes. In this study, we used FLEXPART to track

the CS path as follows. On the first day of each CS event,

we start from the box where the CS occurs (when a CS

occurs in more than one box, the box with the largest

temperature drop is selected), release 10 000 particles

(the physical and chemical characteristics of the parti-

cles are equivalent to air tracers) at 0000, 0600, 1200, and

1800 UTC and at the pressure levels ranging from 850 to

500 hPa, respectively, to perform a backward simulation

for 120 h. The release height and time are set so that they

are consistent with the characteristics of CS devel-

opment and avoid the influence of topography (Ding

1990; Chan and Li 2004). Based on the principle of

FIG. 1. Domain of the Siberian high (thick solid box; 358–558N,

908–1158E) and East Asia (dotted box; 208–558N, 1108–1358E)
divided into 58 3 58 grid boxes.
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FLEXPART, the particle’s trajectory equation is as

follows:

dX(t)

dt
5 _X[X(t), t], (1)

where t is the time, X is the position vector, and _X is the

wind velocity vector. To solve Eq. (1), Stohl (1998) used

the ‘‘constant acceleration’’ scheme. Then, we obtain

the following results:

X(t
1
)’X(t

0
)1

1

2
(Dt)[ _X(t

0
)1 _X(t

1
)], (2)

where Dt represents the time interval. We can solve

Eq. (2) by iteration:

X1(t
1
)’X(t

0
)1 (Dt) _X(t

0
),

X2(t
1
)’X(t

0
)1

1

2
(Dt)[ _X(t

0
)1 _X

1
(t
1
)],

Xi(t
1
)’X(t

0
)1

1

2
(Dt)[ _X(t

0
)1 _X

i21
(t
1
)]: (3)

The superscripts indicate the number of iterations in

Eq. (3). When the difference between the right two it-

erations of the equation is less than a certain value, the

iteration is ended and the particle trajectory is de-

termined. More information about the FLEXPART

model can be found on the official website (https://

www.flexpart.eu/).

d. Kernel density estimation

Kernel density estimation (KDE) is one of the most

effective nonparametric density estimation methods

proposed by Rosenblatt (1956) and Parzen (1962). KDE

needs no prior information on the data distribution and

does not attach any assumptions to the data distribution.

In KDE, the estimated value of the true state of the

sampling point is the average superposition of all the

kernel functions centered at the point. Thus, KDE can

estimate the case where the density function is a multi-

modal distribution. Suppose that x1, x2, . . . , xn are ran-

dom variables with independent identical distributions,

and they obey the distribution density function f(x), x2R.
We define the following functions:

f̂
h(x)

5
1

nh
�
n

i51

K
�x

i
2 x

h

�
, x 2 R: (4)

This process is called the KDE of the density func-

tion f(x), where K is the kernel function, and h is a

predetermined positive number generally called the

bandwidth. The KDE (f̂
h(x)

) of the distribution den-

sity function f(x) is related not only to a given set of

samples but also to the selection of the kernel func-

tion and the selection of the bandwidth. To achieve

nonlinear mapping and reduce the difficulty of nu-

merical calculation, we chose the Gaussian kernel

function in this study.

e. Wave activity flux

The wave activity flux can be used to diagnose the

propagation of Rossby waves. Plumb (1985) uses the

conservation relationship of small-amplitude steady

wave propagation in a uniform zonal flow and gives

the three-dimensional wave activity flux of the stationary

Rossby wave to characterize the wave energy and the di-

rection of the propagation. The three-dimensional wave

flux diagnostic equation of Plumb’s wave activity flux in

spherical coordinates can be expressed as follows:

F
s
5

p

p
0

cosu3

8>>>>>>>>>><
>>>>>>>>>>:

y02 2
1

2V sin2u
›(y0F0)
›l

2u0y01
1

2V sin2u
›(u0F0)

›l

f

S

�
y0T 02

1

2V sin2u
›(T 0F0)

›l

�

9>>>>>>>>>>=
>>>>>>>>>>;

: (5)

In Eq. (5), (u, l) represents the latitude and longitude,

(a,V) is the radius of Earth andEarth’s rotation rate, f5
2Vsinu represents the Coriolis parameter, and (F, T)

indicates the potential height and temperature. Static

stability is represented by s, and it is expressed as

follows:

s5
›T

›z
1

kT

H
, (6)

where k ’ 0.286 is the ratio of the gas constant to the

specific heat at constant pressure, andH5 8000m is the

constant height. The variables in Eqs. (5) and (6) marked

with an overbar and a prime represent the zonal mean and

zonal deviation, respectively.

f. Numerical model

CAM5.3 is part of the Community Earth System

Model, version 1.2.2 (CESM1.2.2), modeling frame-

work. CAM is used as both a standalone model and as

the atmospheric component of the CESM. CAM has a

long history of use as a standalone model by the atmo-

sphere, and it is also coupled to an active land model, a

thermodynamic-only sea ice model, and a data ocean

model. This model is widely used in climate change re-

search (Zhang et al. 2016; Huang et al. 2019; Mori et al.

2019a; Screen and Blackport 2019), including the

study of sea ice loss. The finite-volume dynamical
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core configured with a horizontal resolution of 1.98
latitude 3 2.58 longitude (f19_f19) and 30 vertical

hybrid levels are selected. More details about the

model can be found in Neale et al. (2012).

3. Interdecadal variations in winter CS in EA

According to the definition of CS in section 2b, we

calculated the frequency and intensity of CS events in

the 39 winters from 1979/80 to 2017/18 (Figs. 2a,d). In

total, 301 CS events were identified in this study. The

frequency of CS identified by our statistics is consistent

with that of the previous studies (Wang and Ding 2006;

Park et al. 2011b; Heo et al. 2018), while the intensity of

CS is different due to the different research regions and

the definitions of intensity. CS events occurred more

frequently before the mid-1980s and after the mid-2000s.

This pattern is related to the intensity of the East Asian

winter monsoon and AO, which strongly affects the

Siberian high (Wu and Wang 2002; Wang and Ding

2006; Park et al. 2011a; Heo et al. 2018). The intensity

of CS events exhibited an interdecadal variation that

transitioned from weak to strong in 1995. The inter-

decadal variations of CS intensity passed the signifi-

cance test with 95% confidence based on the sliding t

test. We also used the Mann-Kendall test to verify this

variation (Fig. 2e). The linear trend of CS intensity is

not statistically significant. The interdecadal variation

around 1995 is a mutation. Although there were still two

years of low CS intensity in the early 2000s, the fre-

quency of CS in these two years was very low and was

not statistically significant in the trend test, so we still

used 1995 as the interval point to compare the two pe-

riods. The correlation coefficients between the winter

mean SAT and the frequency (the intensity) of the CS

events are shown in Fig. 2c (Fig. 2f). A significant neg-

ative correlation between the winter mean SAT and the

occurrence of CS events can be found in almost all of

EA, with a maximum that exceeded 20.5 in central

Inner Mongolia and the East China Sea. These conclu-

sions can be confirmed by previous studies (Wang and

Ding 2006; Heo et al. 2018). However, the negative re-

sponse of the winter mean SAT to the CS intensity is

mainly shown in the northern region of EA.

FIG. 2. (a) Frequency and (d) intensity of CS events from 1979 to 2017 and (b),(e) their respective Mann-Kendall tests. (c),(f)

Correlation coefficients between the winter mean SATs and CS frequency and CS intensity, respectively. Solid lines in (a) and

(d) represents the sliding t test of the CS frequency and CS intensity, and the dashed lines in (a) represent the 95% confidence level of the

sliding t test. The boxes in (c) and (f) represent the region of East Asia.
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The paths of 301 CS events are tracked by FLEXPART,

and then KDE is used to calculate the particle distribution

of each CS path into the probability density distribution,

which can be regarded as the density distribution of cold

air activity when the CS events occur. Then, we com-

posite the probability density distribution of CS events

each year and obtain the two main patterns and their

principal component (PC) series (Fig. 3) using the em-

pirical orthogonal function (EOF) analysis [also known

as principal component analysis (PCA), which was first

introduced in geophysics by Lorenz (1956)]. The corre-

lation coefficient between PC1 and the occurrence series

of CS events is 0.76 and that between PC2 and the in-

tensity of CS events is 0.73, which both achieve a con-

fidence level of 99%. Therefore, the first mode of EOFs

(EOF1) can well reflect the climatic state of the CS path

distribution. The density distribution of CS events is

centered on EA and extends to the north and west, and

it covers most parts of Siberia. In high PC1 years, CSs

occur more frequently. The maximal center is located in

the key region of cold air near Lake Baikal (Ding 1990;

Cai et al. 2019). EOF2 reflects two different types of CS

event paths. When PC2 is high, the CS events in that

year are dominated by the northern paths, which mainly

affect the northern region of EA; in contrast, when PC2

is low, the CS events are dominated by western paths,

which affect the central and southern regions of EA.

This result agrees with the conclusion drawn in Fig. 2d:

when the intensity of a CS event is relatively strong, only

the winter mean SAT of the northern EA is obviously

lower than usual.

As mentioned above, the intensity of CS events has

an interdecadal transition from weak to strong in 1995.

Correspondingly, a pattern transformation also occurred

in relation to the paths of CS events in 1995 (Fig. 4).

During the period from 1979 to 1995, the center of cold

air mainly passed through Kazakhstan and invaded the

central EA by a western path. After 1995, northern path

CS events began to dominate. The probability density

of cold air in northeast Siberia increased significantly,

especially in eastern parts of Baikal. The paths of CS

events have a strong correspondence with the intensity

of the CS, indicating that the cold air that invaded into

EA from the north is stronger than that from the west

(Tao 1957).

Park and Deng (2013) divided the CS events in EA

into wave train CS and blocking CS events using the

clustering method. Based on their research, we establish

the relationship between the dominant modes of the CS

path and the circulation. We composite the atmospheric

FIG. 3. (a),(c) First two EOFs of the probability density distribution of the CS paths in East Asia in winter from

1979 to 2017 and (b),(d) their corresponding standardized PC series. The percentage of explained variance is given

in the top-right corner of (a) and (c). The red solid lines (b) and (d) are the 9-yr moving average of the PC series.
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circulations of the CS events from 1979 to 1995 and from

1996 to 2017 and then obtain the respective structures.

Figure 5 shows the composited circulations from day24

to day 0 of the CS events in these two periods. For the

period from 1979 to 1995, a zonal wave train structure of

geopotential height (GPH) anomalies can be seen in the

midlatitude of the Eurasian continent at 500 hPa. The

GPH anomalies over the Ural Mountains are positive,

which are opposite to those over the EA. From day 24

to day 0, the positive GPH anomalies over the Ural

Mountains gradually strengthen and extend to the

southeast, and the negative anomalies over EA become

stronger and move to the east. The GPH anomalies at

850hPa are relatively weak. Negative GPH anomalies

form over EA and strengthen slightly with time. Cold air

moves from west to east and invades EA along with this

zonal wave train, forming the western path of the CS

described above. For the period from 1996 to 2017,

the GPH anomalies over the Arctic are significantly

strong, and the center of the anomalies is relatively

east. The negative GPH anomalies over EA are

similar to those in the period from 1979 to 1995.

These two anomalies resulted in a blocking struc-

ture, and the gradient between the positive and

negative centers increased as the CS approached.

Under this circulation pattern, the cold air that invaded

EA mainly came from the north.

To further analyze the circulation differences be-

tween the two periods, their vertical cross sections are

shown in Fig. 6. Figures 6a, 6c, and 6e show the zonal

vertical sections of the GPH anomalies averaged

from 408 to 608N during the evolution from day 24 to

day 0 relative to the CS events that occurred from

1979 to 1995, and the zonal wave train structure can

be seen more clearly. The structure slopes slightly

westward with height and has a baroclinic structure.

The temperature (T) anomalies of the wave train are

opposite at the upper and lower levels. As the wave

train moved eastward with time, the negative GPH

anomalies over EA strengthened. Compared with the

relatively weak baroclinic structures of this period,

the GPH anomalies in the middle and high latitudes

and the T anomalies in the high latitudes are rela-

tively consistent from low to high levels during the

period from 1996 to 2017 shown in Figs. 6b, 6d, and 6f.

From day 24 to day 0, the positive anomalies of GPH

and T over high latitudes were gradually strengthened

and extended to the south, while the positive anomalies

of low latitudes remained stable, making the nega-

tive anomalies of GPH and T over EA blocked and

FIG. 4. Probability density distribution of CS paths in East Asia in winter during (a) 1979 to 1995 and (b) 1996 to

2017, and (c) their difference.
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compressed in situ. The stability of the GPH anom-

alies over the low-latitude region prevents cold air

from spreading to the southern part of EA. This pattern

is consistent with the results of previous studies (Barnes

and Screen 2015; Francis and Vavrus 2012), in which

blocking patterns tended to result in a cold winter in

North Asia.

The process of CS events is often accompanied by

significant abnormal activities in atmospheric long waves

and transient waves (Chen et al. 2013; Park and Deng

2013; Shi et al. 2017; Cai et al. 2019). To reflect the time-

dependent evolution of the Rossby long wave and avoid

the influence of the subjective selection of background

circulation, Plumb’s wave activity flux (WAF) is used to

study the dynamic difference in the CS events in the two

periods (Fig. 7). In this paper, all fluxes were processed as

the composite of anomalies. During the period from

1979 to 1995, there were global wavetrains at middle and

high latitudes at 300 hPa. From day 24 to day 22, the

perturbation over the North Atlantic weakened, and the

energy was transmitted downstream, resulting in the

positive GPH anomalies strengthening over the Ural

Mountains. At day 0, the perturbation over the North

Atlantic and Europe was no longer significant, and the

wave energy continued to spread eastward from the

Ural Mountains. The negative GPH anomalies over EA

rapidly strengthened and expanded. During the period

from 1996 to 2017, the GPH anomalies over the Arctic

were exceptionally strong. From day 24 to day 0, the

wave energy was constantly converging over the

FIG. 5. Composite anomalies of GPH at 500 hPa (contours; solid and dashed lines represent positive and neg-

ative, respectively; green dots are significant at the 95% confidence level) and at 850 hPa (shading; only showing

significant values at the 95% confidence level) for day 24 to day 0 relative to CS events during (a),(c),(e) 1979 to

1995 and (b),(d),(f) 1996 to 2017.
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Norwegian Sea and the Ural Mountains. As a result,

the negative GPH anomalies over the Norwegian Sea

were maintained. The positive anomalies over the

Ural Mountains and the Arctic were continuously

strengthened and then extended to the southeast, and

the wave energy from the northwestern and northern

regions converged in EA, which was caused by the

strengthened negative GPH anomalies. The comparison

FIG. 6. Vertical cross sections of (a),(c),(e) GPH anomalies averaged from 408 to 608N
(contours; the solid lines represent positive, the dotted lines represent negative, and purple

lines represent the significant values at the 95% confidence level) and T anomalies (shading;

green lines represent the significant values at the 95% confidence level) for day 24 to day 0

relative to CS events during 1979 to 1995 and (b),(d),(f) the anomalies at 1208E during 1996

to 2017.
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shows that the wave activity and the GPH anomalies of

CS events after 1995 were stronger. The negative GPH

anomalies over EA were extremely strong, although the

area was small, shrinking in northern EA. Therefore,

although the intensity of CS events was strong after

1995, only the northern part of EA was affected. In

summary, the wave energy over the North Atlantic

mainly spread downstream along the wave train, causing

FIG. 7. Composite anomalies of GPH at 300 hPa (shading; green dots are significant at the

95% confidence level) and horizontal component anomalies of Plumb’s wave activity flux

(vectors; m2 s22) for day24 to day 0 relative to CS events during (a),(c),(e) 1979 to 1995 and

(b),(d),(f) 1996 to 2017.
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the cold air to affect EA by the western path during the

period from 1979 to 1995. In contrast, the energy con-

verged over the northern Ural Mountains and the Kara

Sea, causing the cold air to affect the northern part of

EA in the northern path during the period from 1996

to 2017. The difference between the two periods was

mainly reflected by the perturbation anomalies over

the high latitudes and polar region. This result leads us

to speculate thatArctic sea icemay be one of the reasons

causing this phenomenon.

4. Relationship between the CS path and winter
Arctic sea ice

The analysis above showed that obvious differences

occurred in the circulation structure and energy transfer

over the polar regions between the two periods,

especially over Novaya Zembla. Previous studies have

revealed that Arctic sea ice is considered an important

signal reflecting the polar climate and has a significant

impact on the winter climate of EA (Tang et al. 2013;

Kug et al. 2015; Fan et al. 2018; Dai et al. 2019; Ji and Fan

2019). As shown in Fig. 8a, Arctic SIC has a high cor-

relation with the paths of CSs, especially in the Barents

Sea. We selected this area as the key region (758–808N,

158–658E) and used the winter sea ice in this paper.

Figure 8b also indicates that the sea ice in the key region

has the most obvious difference between the two pe-

riods, with a rapid decline after 1995 (Inoue et al. 2012;

Wang et al. 2015).

However, the correlation between the two phenom-

ena does not mean that there is a causal relationship

between them. Two independent individuals affected

by the same external factor often have a strong cor-

relation, although a causal relationship may not exist.

Therefore, we introduced Liang–Kleeman (L-K) in-

formation flow theory (Liang 2014; Stips et al. 2016;

Hagan et al. 2019) to confirm the causal relationship

between the Barents Sea ice and the CS path. Using

this theory, the causal relationship can be determined

only by the time series of the two parameters. According

to the theory, under the assumption of linear mode, the

maximum likelihood estimation form of the information

flow from X2 to X1 (X1 and X2 are two time series) is

T
2/1

5
C

11
C

12
C

2,d1
2C2

12C1,d1

C2
11C22

2C
11
C2

12

, (7)

where Cij is the covariance of Xi and Xj and Ci,dj is the

covariance ofXi and {(Xj,n112 Xj,n)/dt}, with dt represents

the time interval. According to the L-K theory, causation

implies correlation. However, the converse is that

correlation does not imply causation. When jT2/1j. 0,

X2 is a cause of X1; and when jT2/1j 5 0, X2 is not the

cause of X1.

As shown in Figs. 8c and 8d, the information flow

from the Barents sea ice concentration (BSIC) to

PC2 is positive. The reverse flow, however, is almost

zero, which means that changes in Barents Sea ice

lead to changes in PC2. In other words, the Barents

Sea ice loss is one of the reasons why the CS path

changed from western path dominated to northern

path dominated.

The regression of the BSIC affected the GPH and

horizontal winds at 500hPa, as shown in Fig. 8e. The

GPH over the Arctic is significantly negatively corre-

lated with the BSIC. The information flow (Fig. 8f) also

reflects that sea ice loss is the cause of the change in

GPH. From 1979 to 1995, the BSIC was high, result-

ing in negative GPH anomalies over the polar region

and strong westerly wind in middle to high latitudes.

In contrast, the GPH anomalies over the polar region

became positive after 1995, which reduced the ability

of the polar vortex to restrain the cold air. The cold air

was easy to split southward (Gong and Wang 1999;

Rigor et al. 2000; Thompson andWallace 2001), forming

the CSs in the northern path.

Figure 9 reveals the corresponding relationship

between the BSIC and GPH anomalies over the polar

region from a dynamic perspective using three-dimensional

Plumb’sWAF. The zonal vertical section of Plumb’sWAF

was averaged from 758 to 808N. Before 1995, the WAF

spread upward over the Barents Sea, and its horizontal

component spread to the polar region under 500 hPa.

The WAF spread upward and was weak over the Kara

Sea, and its meridional component was transported in

the lower latitude direction from the surface to the

stratosphere. East of 908E, the vertical flux propagated
downward, and the meridional component spread to

higher latitudes. Compared with the 1979 to 1995 pe-

riod, the upward WAF over the Barents Sea increased

after 1995, and its meridional component propagated

to the south. The meridional component of the WAF

transported to higher latitudes from the Kara Sea in-

creased. These patterns resulted in positive GPH

anomalies over the polar region after 1995, and they

extended southward over the Ural Mountains and

shrank in higher latitudes in Europe and Siberia,

making northern path CS events more likely to occur.

Recently, Luo et al. (2018, 2019a,b) carried out in-

depth studies on the dynamic mechanism of Eurasian

winter blocking circulation caused by sea ice melting

in the Barents Sea by using the potential vorticity

theory and made a series of achievements (Luo et al.

2019a), providing strong evidence for the viewpoint of

this paper.
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FIG. 8. (a) Correlation coefficients between the Arctic sea ice concentration and PC2.

(b) Differences in the Arctic sea ice concentrations before and after 1995. (c),(d) Information

flow between PC2 and SIC: TSIC/PC2 and TPC2/SIC, respectively. (e) Regression of the
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5. Numerical simulation results

To verify whether the interdecadal variation in CS

event paths is related to winter BSIC, high Barents sea

ice concentration (HBSIC) and low Barents sea ice

concentration (LBSIC) experiments with CAM5.3 were

conducted. The detailed scheme is presented in Table 1.

Each simulation contained five members and was run

for 32 years. We used the last 30 years of the ensemble

simulations as the analytical data of each experiment in

this study. The HBSIC and LBSIC experiments repre-

sent respectively the periods 1979 to 1995 and 1996 to

2017 and the mean winter SIC during the relevant period

in the key region (158–658E, 758–808N) is applied, while

other regions are the climatological mean (1979 to 2017).

In other seasons, the global values are climatological

SIC. The global SSTs in these two simulations are both

climatological. Therefore, the only difference between

the forcing conditions of the two experiments is the

winter BSIC.

The simulated frequency and intensity of CS events

are shown in Fig. 10. In total, 148 CS events occurred in

the HBSIC, with a mean intensity of26.9K, and 130 CS

events occurred in the LBSIC, with a mean intensity

of27.6K. Themean intensity of CS events in the LBSIC

experiment was slightly stronger than that in the HBSIC

experiment. The difference in intensity between the two

experiments was over 0.5 times the standard deviation.

This result is consistent with the findings revealed by the

reanalysis results.

Similar to section 3, we synthesized the circulation

of CS events in two simulations (Fig. 11). At day 24

relative to the CS outbreak in the HBSIC, significant

positive GPH anomalies were observed over the Ural

Mountains and negative GPH anomalies were observed

over theMongolian Plateau at 850 and 500hPa. Two days

before the CS events occurred, the positive GPH anom-

alies over the Ural Mountains strengthened and pushed

the negative GPH anomalies over EA to the southeast.

At the same time, positiveGPHanomalies appeared over

Japan, forming a zonal wave train structure of positive–

negative–positive. When CS events occur, EA is con-

trolled by negative GPH anomalies. Compared with the

observed results, thewave train structure in the numerical

simulation is more obvious and can reflect the devel-

opment and eastward movement of a CS process. In the

LBSIC, the zonal wave train disappears and is replaced

by a blocking structure. Compared with HBSIC, the

LBSIC results show that the positive GPH anomalies

over the polar region are stronger and extend eastward,

while the positive GPH anomalies over the east Pacific

FIG. 9. Composite anomalies of three-dimensional Plumb’s WAF averaged from 758 to 808N (vectors indicate vertical and latitudinal

components; shading indicates the meridional component; positive values indicate southward) in winter during (a) 1979 to 1995 and (b)

1996 to 2017, and (c) the difference between these two periods. The vertical component is amplified 150 times.

 
winter GPH (shading) and wind field (vectors; only significant values at the 95% confidence

level are shown) at 500 hPa into the key region of the Barents Sea ice. (f) Information flow

betweenBSIC and winterGPH at 500 hPa:TBSIC/GPH. Green dots are significant at the 95%

confidence level. The solid box (758–808N, 158–658E) is the key region.
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Ocean are insignificant. The negative GPH anomaly

center moves southward from day 24 to day 0. This

blocking structure makes it easier to form a northern

path CS. This result is consistent with the results of

the reanalysis data (Fig. 5).

We also analyzed the dynamic differences between

the results of the two simulations (Fig. 12). The HBSIC

results show that the occurrence of CS events is closely

related to the global wave train in middle and high lat-

itudes. From day 24 to day 0, the WAF over the North

Atlantic spreads westward, leading to positive GPH

anomalies over the Ural Mountains. These anomalies

further develop downstream, guiding the zonal propa-

gation of cold air from the North Atlantic to EA.

Compared with the observed results (Fig. 7), the WAF

in HBSIC further propagates eastward, resulting in

significant positive GPH anomalies over the north-

western Pacific Ocean. On the day of the CS outbreak,

the anomalies of WAF and GPH over the Pacific Ocean

in the HBSIC are stronger and broader than those in the

observed results. In the LBSIC, the GPH anomalies

over the Ural Mountains extend more northward and

eastward compared with the HBSIC experiments and

form a blocking structure with negative anomalies over

EA. Wave energy converges over the Kara Sea and

spreads southeastward, guiding cold air to invade EA.

The simulation results show that there are significant

negative GPH anomalies over the northwestern Pacific

Ocean accompanied by abnormal WAF, which is dif-

ferent from the observed results. This difference may be

due to the use of the climatology of sea ice concentration

outside key regions in the simulations and its effects on

atmospheric circulation. In summary, the features of

atmospheric circulation and dynamic processes related

to CS events in the HBSIC and LBSIC numerical ex-

periments are consistent with the observed results,

indicating that BSIC is an important factor affecting

the paths of CSs in EA.

6. Summary and discussion

The winter CS events in EA from 1979 to 2017 were

counted, and 301 CS events were selected for research

FIG. 10. The simulated (a) frequency and (c) intensity of CS events for HBSIC. (b),(d) As in (a) and (c), but for

LBSIC. Thick solid lines represent the mean value.

TABLE 1. Descriptions of numerical simulations using the CAM5.3

atmospheric model.

Experiment Members Years Description

HBSIC 5 32 In each winter, the sea ice in the

key region (758–808N, 158–
658E) is the winter sea ice mean

from 1979 to 1995, while that of

the other regions is the clima-

tological mean (1979 to 2017).

In other seasons, the global

values are climatological

mean SIC.

LBSIC 5 32 As in HBSIC, except the winter

SIC in the key region is the

mean from 1996 to 2017.
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using ERA-Interim data. FLEXPARTwas used to track

the paths of 301 CS events, and KDE was used to

calculate the probability density distribution of the

paths. The intensity of CS events demonstrated an

interdecadal variation in 1995, transitioning from weak

to strong. Before 1995, CS events were more likely to

occur with the western path, and cold air invaded EA by

the western path from Europe and the North Atlantic.

After 1996, northern path CSs became dominant, and

cold air invaded EA by the northern path from the areas

near Novaya Zembla and the northern Siberia.

By compositing the circulation 4 days before the CS

outbreak in 1979 to 1995 and 1996 to 2017, the results

showed that the circulation fromday24 to day 0 relative

to the CS outbreak mainly had zonal wave train struc-

tures from 1979 to 1995. There were positive GPH

anomalies over the Ural Mountains and the northwest-

ern Pacific and negative GPH anomalies over EA.WAF

anomalies over the North Atlantic spread eastward,

causing the wave train to move eastward and develop.

These changes would cause the cold air from the North

Atlantic and Europe to invade EA. From 1979 to 95, the

circulation of the CSs mainly demonstrated a blocking

structure. Compared to the period 1979 to 1995, the

positive GPH anomalies over the Ural Mountains were

more northerly and expanded eastward, forming a

blocking structure with negative GPH anomalies over

EA. In this period, on day 24 of a CS, the anomalies of

WAF converged over the Norwegian Sea and spread

eastward, causing the GPH anomalies to strengthen

over theUralMountains and the polar region; then, the

anomalies spread southward on day 0 of the CS,

causing the northern path CS in EA.

Further analysis found that BSIC had a significant

impact on the CS paths in EA (Fig. 13). When the BSIC

was high (low), cold air tended to move from the west

FIG. 11. As in Fig. 5, but for (a),(c),(e) HBSIC and (b),(d),(f) LBSIC.
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(north). Before 1995, the BSIC was significantly high,

and the upward wave energy was relatively weak,

causing a strong polar vortex and strong west wind

and increasing the likelihood of forming zonal wave

train CS events. From 1996 to 2017, global warming

led to the rapid melting of Arctic sea ice, especially in

the Barents Sea. The upward wave flux over the Barents

Sea was strong and transported to lower latitudes, re-

sulting in positive GPH anomalies over the polar region

and negative GPH anomalies over EA, which increased

the likelihood of the northern path CS events.We further

verified these conclusions using numerical simulations.

FIG. 12. As in Fig. 7, but for (a),(c),(e) HBSIC and (b),(d),(f) LBSIC.
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In the HBSIC (LBSIC), the intensity of the CS was weak

(strong), and the paths of CSs were dominated by the

western path (northern path). It should be noted that the

numerical experiments in the present study are idealized

compared with existing simulations (Ogawa et al. 2018).

As an external forcing factor, sea ice provides a pos-

itive contribution to the interdecadal variation of the

dominantmode of the CS path, althoughwe have not yet

quantitatively analyzed the contribution. More detailed

mechanisms and the combined effects of multiple factors

still need further study. At the same time, the change of

Arctic sea ice is also affected by other factors, such as the

NorthAtlantic SST anomalies. This feedback relationship

needs a more in-depth study. The AMO phase shifted in

the mid-1990s (Sutton and Hodson 2007). Wang et al.

(2009) indicated that the warm phase of the AMO re-

sulted in low SAT in northern EA in winter. Thus, fur-

ther research is needed to determine whether the shift in

the AMO phase contributes to the decadal variation in

the CS paths.
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