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ABSTRACT 18 

Using 16 CMIP5/6 models with a spontaneously-generated quasi-biennial oscillation 19 

(QBO)-like phenomenon, this study investigates the impact of the QBO on the northern winter 20 

stratosphere. Eight of the models simulate a QBO with a period similar to that observed (25–21 

31 months), with other models simulating a QBO period of 20–40 months. Regardless of biases 22 

in QBO periodicity, the Holton-Tan relationship can be well simulated in CMIP5/6 models 23 

with more planetary wave convergence in the polar stratosphere in easterly QBO winters. This 24 

wave polar convergence occurs not only due to Holton-Tan mechanism, but also in the 25 

midlatitude upper stratosphere where an E-P flux divergence dipole (with poleward E-P flux) 26 

is simulated in most models. The wave response in the upper stratosphere appears related to 27 

changes in the background circulation through a directly excited meridional-vertical circulation 28 

cell above the maximum tropical QBO easterly center. The midlatitude upwelling in this 29 

anticlockwise cell is split into two branches, and the north branch descends in the Arctic region 30 

and warms the stratospheric polar vortex. Most models underestimate the Arctic stratospheric 31 

warming in early winter during easterly QBO. Further analysis suggests that this bias is not 32 

due to an overly weak response to a given QBO phase, as the models simulate a realistic 33 

response if one focuses on similar QBO phases. Rather, the model bias is due to the too-low 34 

frequency of strong QBO winds in the lower stratosphere in early winter simulated by the 35 

models. 36 

Key words: Quasi-Biennial Oscillation (QBO); CMIP5/6; stratospheric polar vortex; residual 37 

circulation 38 

39 
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1. Introduction 40 

As a dominant mode of interannual variability in the tropical stratosphere, the Quasi-41 

Biennial Oscillation (QBO) exhibits downward descending zonal winds from the equatorial 42 

upper stratosphere to the tropopause every ~28 months with alternating easterlies and 43 

westerlies. The QBO is mainly driven by waves of different scales propagating upward that 44 

deposit westerly/easterly momentum in the stratosphere (Lindzen and Holton 1968; Andrews 45 

and McIntyre 1976; Baldwin et al. 2001). The downward progression of alternating QBO 46 

phases occurred without interruption over the observational period before the 2015/16 winter, 47 

when the downward propagating westerly phase in the lower stratosphere was disrupted by an 48 

unprecedented easterly jet centered at 40hPa, caused by waves transporting momentum from 49 

the Northern Hemisphere (NH) (Newman et al., 2016; Osprey et al., 2016; Rao et al. 2017; 50 

Watanabe et al. 2018). The easterly phase of the QBO is typically stronger (30–35m s−1) than 51 

the westerly phase (15–20m s−1) with maximum amplitude near 20–30hPa (Richter et al. 2014a, 52 

2014b). Many earlier studies revealed that the QBO westerlies are mainly driven by eastward 53 

propagating Kelvin waves (Wallace and Kousky 1968; Maruyama 1994; Canziani and Holton 54 

1998). Observational and modelling evidence also show that internal gravity waves excited by 55 

convection and frontal systems also contribute to the formation of QBO (Takahashi and Boville 56 

1992; Dunkerton 1997), and are particularly important for the QBO easterlies (Holt et al. 2016). 57 

It has been widely recognized that the QBO can impact the NH winter stratospheric polar 58 

vortex, known as the Holton and Tan (1980) relationship (HT relationship hereafter). Holton 59 

and Tan (1980) also proposed a mechanism whereby this effect occurs: the QBO modifies the 60 

latitude of the zero-wind line at 50 hPa from the near equator to the subtropics between the 61 

westerly and easterly QBO (WQBO and EQBO) phases, and therefore changes the width of 62 

the extratropical waveguide for upward-propagating planetary waves from the troposphere and 63 

their interaction with the stratospheric winds (Baldwin et al. 2001; Anstey and Shepherd 2014). 64 

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0663.1.
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However, this mechanism may not be adequate to explain the entirety of the extratropical 65 

response (Garfinkel and Hartmann 2011a, 2011b; Garfinkel et al. 2012; Watson and Gray 2014; 66 

White et al. 2015, 2016; Rao et al. 2019a).  67 

The influence of the QBO on the NH winter surface climate was reviewed by Baldwin et al. 68 

(2001) and Anstey and Shepherd (2014). The NH stratospheric polar vortex may impact the 69 

European surface, the Siberian High and East Asian winter monsoon through the projected 70 

Northern Annular Mode or Arctic Oscillation (NAM/AO) (Thompson and Wallace 2000; Gong 71 

et al. 2001), which can bridge the tropical QBO and the extratropical climate variations. 72 

Therefore, the stratospheric polar vortex can mediate the QBO and surface conditions (Baldwin 73 

and Tung 1994; Ruzmaikin et al. 2005; Marshall and Scaife 2009). Other routes 74 

communicating the QBO with the extratropics also include the impact of the QBO-induced 75 

direct meridional circulation on the subtropical jet (Randel et al. 1999; Garfinkel and Hartmann 76 

2011a, 2011b; Garfinkel et al. 2012; White et al. 2015), and the direct influence of the QBO 77 

on tropical deep convection and the related teleconnections spanning tropics and extratropics 78 

(Collimore et al. 2003; Liess and Geller 2012; Yoo and Son 2016; Son et al. 2017; Gray et al. 79 

2018). 80 

Via the above routes, the QBO can also modulate the redistribution of the stratospheric 81 

aerosol, water vapor, ozone, and other chemical substances (Randel and Wu 1996; O’Sullivan 82 

and Dunkerton 1997; Luo et al. 1997; Randel et al. 1998; Choi et al. 1998; Dunkerton 2001; 83 

Kawatani et al. 2014), the Indian summer monsoon (Claud and Terray 2007), and even 84 

typhoon/hurricane tracks over the western Pacific (Ho et al. 2009). Similar to impacts of the 85 

QBO on the NH, the linkage between the QBO and the Southern Hemisphere (SH) has also 86 

been analyzed (Baldwin and Dunkerton 1998; Naito et al. 2002). For example, the QBO can 87 

affect the deceleration of the SH polar night jet from August to November and therefore the 88 

SH final warming (Naito et al. 2002). 89 
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Models which lack a QBO cannot simulate any of these aforementioned processes, and only 90 

in the last twenty years have general circulation models been successful in representing the 91 

QBO. Early representation of the QBO was achieved in two-dimensional models (Politowicz 92 

and Hitchman 1997; Jones et al. 1998), in simplified general circulation models (GCM) 93 

(Horinouchi and Yoden 1998), and in the comprehensive GCM CCSR/NIES by Takahashi 94 

(1996, 1999), with two different horizontal resolutions (T21L60 and T42L60 with a model top 95 

at 0.5hPa; vertical resolution: 500m). Finer horizontal resolutions in the ECMWF model (T63 96 

and T159) were also tested by Untch et al. (1998). Similarly, Giorgetta et al. (2002, 2006) 97 

found that a vertical resolution of 700m (L90 with model top at 0.01hPa) and a horizontal 98 

resolution of T42 (~2.8°) together with parameterized gravity wave drag are adequate to 99 

simulate the QBO in the MAECHAM5 model. Furthermore, Scaife et al. (2000) showed that 100 

the QBO is present in the Met Office Unified Model with an adequate amount of momentum 101 

flux from parameterized gravity waves. Only five models (CMCC-CMS, MPI-ESM-MR, 102 

HadGEM2-CCS, MIROC-ESM-CHEM, MIROC-ESM) from the Coupled Model 103 

Intercomparison Project Phases 5 (CMIP5) can reproduce the QBO-like phenomenon in the 104 

tropics, and a long-term decreasing trend of the QBO amplitude from 70–10hPa and an 105 

enhanced Brewer-Dobson circulation under the global warming background are found in those 106 

models (Kawatani and Hamilton 2013; Butchart et al. 2018). 107 

More recently there has been a rapid increase in the number of models that are capable of 108 

simulating a spontaneous QBO, and sufficiently fine vertical resolution (<1000 m) in the lower 109 

stratosphere has been identified as a crucial ingredient (Boville and Randel 1992; Richter et al. 110 

2014a; Solomon et al. 2014; Anstey et al. 2016; Butchart et al. 2018). For example, a vertical 111 

resolution of 500m and adequate gravity wave drags are needed to obtain a realistic QBO in 112 

the modified CAM5 model increased to 60 levels (L60CAM) (Richter et al. 2014a, 2014b) as 113 

compared to CAM5 with 700m or 1200m vertical resolution. The QBO can be adequately 114 
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represented with horizontal resolution of ~200 km as long as vertical resolution of the model 115 

is fine enough (Richter et al. 2014a, 2014b). The QBO is more dependent on vertical rather 116 

than horizontal resolution (Giorgetta et al. 2006; Richter et al. 2014a). Rind et al. (2014) 117 

reported that the QBO has been generated in the two GISS coupled models through 118 

parameterizing gravity waves associated with model convection and improving the vertical 119 

resolution. Similar results are also seen in Geller et al. (2016): an adequate amount of 120 

momentum flux from gravity waves and a fine vertical resolution are necessary to simulate a 121 

realistic QBO in GISS-E2 models. 122 

Several metrics of the QBO in CCMVal2 (Chemistry-Climate Model Validation Activity, 123 

phase 2) models and CMIP5 models have been assessed, including the squared amplitude and 124 

the period (Schenzinger et al. 2017; Butchart et al. 2018). However, the Atmospheric Model 125 

Intercomparison Project (AMIP)-type simulations in previous studies usually show a much less 126 

robust and less consistent EQBO minus WQBO composite in the extratropics in CCMVal2 and 127 

CMIP5 models (Butchart et al. 2018; Naoe and Yoshida 2019). Causes for a poor HT 128 

relationship in CMIP5/CCMVal2 experiments might include (1) shortness of data available 129 

(Naoe and Yoshida 2019); (2) nonlinear interactions with the 11-year solar cycle (Salby and 130 

Callaghan 2000; Camp and Tung 2007; Labitzke and Kunze 2009; Matthes et al. 2010; Scaife 131 

et al. 2013; Andrews et al. 2015; Gray et al. 2016; Rao and Ren 2017, 2018; Rao et al. 2019a), 132 

El Niño-Oscillation (ENSO) SST anomalies (Garfinkel and Hartmann 2007; Wei et al. 2007; 133 

Bell et al. 2009; Calvo et al. 2009; Ineson and Scaife 2009; Weinberger et al. 2019; Rao and 134 

Ren 2016; Rao et al. 2019b) and atmospheric internal variation in the AMIP-type run; (3) lack 135 

of interactive chemistry module and ozone feedbacks (Silverman et al. 2018; Naoe and Yoshida 136 

2019); and (4) insufficient improvements of the non-orographic gravity wave parametrization 137 

(Rind et al. 2014; Geller et al. 2016; Naoe and Yoshida 2019). In contrast, some of the models 138 
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participating in the seasonal to subseasonal (S2S) project appear to simulate a HT effect 139 

statistically indistinguishable from that observed (Garfinkel et al. 2018c). 140 

Some pilot studies based on individual CMIP6 models have been recently published. For 141 

example, Naoe and Yoshida (2019) reported that the modelled influence of the QBO on nearby 142 

regions in one of the CMIP6 models, i.e., MRI-ESM2-0, is highly consistent with the reanalysis, 143 

including the E-P flux divergence/convergence dipole between the midlatitude mid-to-upper 144 

stratosphere and the subpolar lower-to-mid stratosphere. The westerlies above the equatorial 145 

QBO easterly center (30–50hPa) arch downward and poleward to the 30–40°N lower 146 

stratosphere, where an enhanced upward propagation of waves is observed and modelled. 147 

Using another model, HadGEM3-GC2, Andrews et al. (2019) show that the observed AO 148 

response to QBO is clearly identified in the model. 149 

Compared with the AMIP-type experiments that usually have a relatively short time length, 150 

the historical run in CMIP5/6 datasets is usually much longer (156 years for CMIP5 and 165 151 

years for CMIP6). However, the HT relationship between the QBO and the stratospheric polar 152 

vortex in atmosphere-ocean coupled simulations has not been systematically assessed for 153 

CMIP5 and especially CMIP6 models. In this study, we aim to systematically evaluate the 154 

QBO and its influence on the NH extratropics, based on a century and half of historical 155 

simulation produced with 16 coupled climate models participating in CMIP5/6. The 156 

interference of other factors with the QBO’s impact in short observational record and short 157 

AMIP-type simulations can be minimized when we have a long enough data record. A large 158 

sample size can robustly assess the HT relationship in models. 159 

This study mainly focuses on the following three questions: (1) Of the increasingly large 160 

number of CMIP5/6 models that can reproduce a QBO-like phenomenon, how many simulate 161 

the HT relationship? (2) Is the planetary wave response to the QBO similar in CMIP5/6 models 162 

and observations, and what is the seasonality (early winter vs late winter) of the HT relationship 163 
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in CMIP5/6 models as compared to observations? (3) Are the atmospheric response patterns 164 

during different phases of the QBO successfully simulated in models? If so, how many models? 165 

The structure of the paper is organized as below. Following the introduction in this section, 166 

section 2 describes the CMIP5/6 models and methods employed in this study. The evaluation 167 

of the QBO representation in models is shown in section 3. Section 4 introduces the HT 168 

relationship in models and its seasonality, followed by a finer assessment of the HT relationship 169 

in eight different QBO phases in section 5. The seasonal evolution of the modelled HT 170 

relationship is discussed in section 6. Finally, section 7 presents a summary and conclusion. 171 

2. Model datasets and methods 172 

2.1 CMIP5/6 models with QBO-like signals 173 

Table 1 shows 16 models used in this study, including 7 CMIP5 models (from CESM1-174 

WACCM to MPI-ESM-MR) and 9 CMIP6 models (from BCC-CSM2-MR to UKESM1-0-LL). 175 

Four of the 7 CMIP5 models were used by Kawatani and Hamilton (2013), specifically, 176 

HadGEM2-CCS, MIROC-ESM-CHEM, MIROC-ESM, and MPI-ESM-MR. The first model, 177 

CESM1-WACCM, cannot spontaneously generate the QBO and is nudged toward the 178 

observation by relaxing equatorial zonal winds between 86 and 4hPa to observed QBO varying 179 

in time with an approximate 28-month period (Matthes et al. 2010; Marsh et al. 2013). Two 180 

other CMIP5 models, CMCC-CMS and GEOSCCM released their data relatively late, and 181 

hence were not used in Kawatani and Hamilton (2013). The historical run for the GEOSCCM 182 

model is unavailable, but a 230-yr coupled run with the greenhouse gas and ozone-depleting 183 

substance forcings fixed at 1950 levels is available (Li et al. 2016; Garfinkel et al. 2018a, 184 

2018b). All the CMIP5 models have a model top above 0.01hPa and have at least 60 vertical 185 

levels. Historical experiments from those “high-top” (i.e., the model top pressure< 1hPa; this 186 

threshold was also used in Charlton-Perez et al. (2013)) CMIP5 models have also been widely 187 
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used to explore the stratospheric ENSO teleconnections (Hurwitz et al. 2014; Calvo et al. 2017; 188 

Rao et al. 2019b) and sudden warming frequency(Charlton-Perez et al. 2013). 189 

At the time of writing 20 models had submitted data for the CMIP6 historical experiment 190 

(May 2019). The evolution of the equatorial (5°S–5°N) zonal winds in all those CMIP6 models 191 

were analyzed, and at least 9 CMIP6 models can reproduce a QBO-like phenomenon in the 192 

tropical stratosphere. Out of those 9 CMIP6 models that have a QBO, 8 of them are high-top 193 

models, and only one is a low-top (i.e., the model top pressure ≥ 1hPa) model (BCC-CSM2-194 

MR). Note that the L60CAM model, which has been shown to successfully reproduce the QBO 195 

(e.g., Richter et al. 2014a; Solomon et al. 2014), is also a low-top model. All QBO-resolving 196 

CMIP6 models have at least 23 vertical levels from 100–1 hPa. The horizontal resolution in 197 

CMIP6 models is generally higher than in CMIP5 models, though a finer horizontal resolution 198 

appears less important than a finer vertical resolution to simulate the QBO (see the 199 

introduction). The first historical experiment is available for nearly all CMIP5/6 models in 200 

Table 1 except the GEOSCCM, which has a 230-yr control experiment with the external 201 

forcing fixed at 1950. The affiliation, nationality, horizontal resolution, model top and levels, 202 

and reference for each model are listed in Table 1. 203 

2.2 Methods 204 

There are at least two methods to define the QBO in previous studies, one based on a single 205 

pressure level, and the other based on two different time series. On one hand, the HT 206 

relationship was originally identified using a single-level QBO index, QBO30 or QBO50 207 

(Holton and Tan 1980; Gray et al. 1992; Baldwin et al. 2001; Garfinkel and Hartmann 2007). 208 

The QBO30 index is the zonal mean zonal wind anomalies (i.e., deseasonalized and detrended 209 

data) at 30 hPa about the equator (5°S–5°N), and the QBO50 is similar but using winds at 210 

50hPa. A second commonly used methodology of studying the extratropical response to QBO 211 

is to use a pair of QBO indices to better characterize the QBO phase and vertical structure. At 212 
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least four different pairs of indices have been used: (1) the 15-hPa and 30-hPa QBO index 213 

(Andrews et al. 2019); (2) the vertical shear index of two-level zonal winds (Huesmann and 214 

Hitchman 2001; White et al. 2015, 2016); (3) an empirical orthogonal function (EOF) analysis 215 

of the full QBO structure, which leads to two dominant EOFs that succinctly describe QBO 216 

variability (Wallace et al. 1993; Randel et al. 1999; Anstey et al. 2010; Solomon et al. 2014; 217 

Schenzinger et al. 2017; Gray et al. 2018; Rao and Ren 2017, 2018); and (4) ensemble empirical 218 

mode decompositions (EEMD) of QBO30 and its tendency (Huang et al. 2012; Hu et al. 2012). 219 

The definition of the QBO phase based on the EOF1 of the equatorial zonal-mean zonal winds 220 

is very similar to QBO30 or QBO50 for the NH composites and the 25-hPa wind for the SH 221 

composites (Baldwin et al. 2001). 222 

In observations, there is considerable variability in the QBO period, amplitude, and vertical 223 

structure, due to both intrinsic nonlinearity and interference from other processes (Huang et al. 224 

2012; Hu et al. 2012). For example, the westerlies move downward faster than the easterlies, 225 

and the easterly phase lasts longer than westerly phase at higher levels while the reverse is true 226 

at lower levels. The QBO easterly winds are generally stronger than westerly winds. Due to 227 

asymmetries in temporal evolution (e.g., WQBO winds last longer than EQBO winds in the 228 

lower stratosphere) and spatial structure of the QBO, the selected WQBO size is usually much 229 

larger than the EQBO size based on the 50-hPa zonal wind. In addition, some models largely 230 

underestimate the QBO magnitude in the lower stratosphere, and for some models the QBO is 231 

difficult to detect at 50 hPa. To avoid such artificial asymmetry in selected WQBO and EQBO 232 

sizes and a small sample size for models using lower stratospheric winds, the winter-mean 233 

(December–February) QBO30 index is used in this study because the westerly phase lasts 234 

nearly as long as the easterly phase at 30 hPa. The WQBO and EQBO winter sizes for the 235 

ERA-Interim (Dee et al. 2011) and JRA55 (Kobayashi et al. 2015) reanalyses and CMIP5/6 236 

models are listed in Table 2, where we can still find the size asymmetry in many models 237 
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(EQBO/WQBO ratio<1). We use a uniform criterion for reanalyses and models to define QBO 238 

phases: the WQBO winter is selected if the winter-mean QBO30 exceeds 5 m s–1, and the 239 

EQBO winter is selected if the winter-mean QBO30 falls below –5 m s–1. We also assessed 240 

sensitivity by using the standard deviation of QBO30 as the threshold for each model, but the 241 

composite pattern was nearly unchanged (not shown). The composite for EQBO and WQBO 242 

is very similar but with the sign reversed, and only EQBO minus WQBO difference (a larger 243 

equivalent sample size than either of the two QBO phases) is shown in the paper. The two-244 

sided Student’s t-test is adopted to  assess the statistical significance of the difference between 245 

the WQBO and EQBO composites, and the autocorrelation (𝑅𝑥𝑥 or 𝑅𝑦𝑦) for the variable of 246 

interest (𝑥 or 𝑦) is also incorporated in the calculation of the effective degrees of freedom 247 

(EDOF), EDOF =
𝑛

∑ 𝑅𝑥𝑥(𝑗)𝑅𝑦𝑦(𝑗)
∞
𝑗=−∞

, where 𝑛  is the sample size, 𝑅𝑥𝑥(𝑗) =
1

𝑛−𝑗
∑ 𝑥𝑡

∗𝑥𝑡+𝑗
∗𝑛−𝑗

𝑡=1 , 248 

and 𝑅𝑦𝑦(𝑗) =
1

𝑛−𝑗
∑ 𝑦𝑡

∗𝑦𝑡+𝑗
∗𝑛−𝑗

𝑡=1 . The asterisk denotes the standardization for a variable, 𝑗 is the 249 

lead/lag time steps, and 𝑡  is time. The impact of ENSO on the stratosphere likely do not 250 

interfere with our composites, because the composite winter-mean Niño3.4 is approximately 251 

zero in reanalyses and most CMIP5/6 models (except CMCC-CMS and CESM2-WACCM). 252 

To better compare the fine structure of the QBO in CMIP5/6 models with reanalyses, the 253 

phase-angle technique is also used in this study. The QBO cycle is divided into eight phases 254 

based on the 5-month running mean QBO30 index, which is fairly similar to the EEMD mode 255 

4 of the original QBO30 (Huang et al. 2012; Hu et al. 2012). Huang et al. (2012) also reveal 256 

that the composite evolution of QBO cycle based on the smoothed QBO30 and 𝑑QBO30/𝑑𝑡 is 257 

consistent with the composite evolution based on the EOF1 and EOF2 of equatorial zonal 258 

winds. Therefore, we only show the composite in a phase-angle space determined by QBO30 259 

and its time tendency for succinctness. The procedures for classification of eight QBO phases 260 

are as follow. 261 
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1. Choose the zonal mean zonal wind at 30hPa as the QBO index (QBO30). 262 

2. Calculate the monthly tendency of QBO30 using the centered finite difference. 263 

3. Calculate the phase angle tangent, tan𝜑 =
normalized(QBO30)

normalized (dQBO30/dt)
. 264 

4. Calculate the phase angle from its tangent value and the signs of QBO30 and 265 

𝑑QBO30/𝑑𝑡. Modify the phase angle to fall into the value range (–π, π], 266 

𝜑 =

{
 
 

 
 arctan [

normalized(QBO30)

normalized (𝑑QBO30/dt)
] ,

dQBO30

𝑑𝑡
< 0                                          

arctan [
normalized(QBO30)

normalized (𝑑QBO30/𝑑𝑡)
] − 𝜋 ,

𝑑QBO30

𝑑𝑡
≥ 0 and  QBO30 > 0 

arctan [
normalized(QBO30)

normalized (𝑑QBO30/𝑑𝑡)
] + 𝜋,   

𝑑QBO30

𝑑𝑡
≥ 0 and  QBO30 < 0

. 267 

5. Split the QBO30 into phases 1–8 according to the phase angle range: (–π, –0.75π]; 268 

(–0.75π, –0.5π]; (–0.5π, –0.25π]; (–0.25π, 0]; (0, 0.25π]; (0.25π, 0.5π]; (0.5π, 0.75π]; 269 

(0.75π, π]. 270 

Because the composite circulation during two phase angles, 𝜑  and 𝜑 +π, are generally 271 

antisymmetric, we will only show the composite difference between phases 5–8 (QBO 272 

easterlies) and phases 1–4 (QBO westerlies) later (e.g., Anstey et al. 2010). In order to form a 273 

continuous timeseries of QBO evolution, the data in all months are used to define the QBO 274 

phase, but we then only select wintertime (November–March) data when studying the HT 275 

effect. To better understand the extratropical planetary wave response, the Eliassen-Palm (E-276 

P) flux (Fy, Fz) and its divergence are diagnosed for models (Andrews et al. 1987). The residual 277 

stream function is also calculated for all models by integrating the residual meridional or 278 

vertical velocity (𝑣̅∗, 𝑤̅∗) deduced from the transformed Eulerian-mean equation (Andrews et 279 

al. 1987; Garfinkel and Hartmann 2011a; Rao et al. 2019a). 280 

3. Representation of QBO in CMIP5/6 models 281 

The pressure-time evolution of the equatorial zonal winds from 200–5hPa are shown in Fig. 282 

1 for the ERA-Interim and JRA55 reanalyses, as well as seven CMIP5 models and nine CMIP6 283 

models. The evolutions of QBO in ERA-Interim and JRA55 are nearly identical with the 284 
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easterly amplitude much stronger than the westerly amplitude (Figs. 1a, 1b). Although the QBO 285 

in CESM1-WACCM is nudged toward the observation, the tropical westerly and easterly 286 

amplitudes are much more symmetric than in the reanalyses (Fig. 1c). The QBO in all other 287 

models is generated spontaneously, with different degrees of fidelity (Figs. 1d–1r). Some QBO 288 

cycles in CMCC-CMS are irregular: westerlies in the upper stratosphere and easterlies in the 289 

middle stratosphere exhibit a prolonged stalling behavior between model years 1–6 (Fig. 1d). 290 

All models show a downward descent of the QBO from the upper to lower stratosphere. The 291 

QBO westerlies in 6 CMIP6 models are largely underestimated (Figs. 1j–1n, 1p), and they only 292 

develop in the mid-to-upper stratosphere. In contrast, the QBO is better simulated in 293 

GEOSCCM, HadGEM2-CCS, MIROC-ESM-CHEM, MIROC-ESM, MPI-ESM-MR, IPSL-294 

CM6A-LR, MRI-ESM2-0 (Figs. 1e, 1f–1i, 1o, 1q). The asymmetry between relatively stronger 295 

easterlies and weaker westerlies are also reproduced in those models. The cycle of the QBO, 296 

especially its easterly phase in UKESM1-0-LL, is much longer than in reanalyses (4 cycles/13 297 

years vs 5 cycles/13 years). 298 

To better quantify the periodicity of the QBO in CMIP models, Fig. 2 shows the spectral 299 

analysis on the QBO30 from each dataset with the peak period highlighted by a vertical line. 300 

It is shown that the peak period is around 28 months in reanalyses (Figs. 2a, 2b), consistent 301 

with the dominant QBO period reported in early studies (e.g., Naujokat 1986; Baldwin et al. 302 

2001). The QBO period in seven models is shorter than that in reanalyses, indicating a faster 303 

downward descent of QBO winds in those models (Figs. 2d, 2e, 2h, 2j, 2l–2n). In contrast, the 304 

range of the QBO period in eight models is similar to reanalyses (Figs. 2c, 2f, 2g, 2i, 2k, 2o–305 

2q), and it should be noted that the QBO in CESM1-WACCM (Fig. 2c) is nudged toward 306 

observations. However, the QBO period in UKESM1-0-LL (Fig. 2r) is much longer than in 307 

reanalyses, corresponding to a slower downward propagation of QBO winds from the upper 308 

stratosphere to lower stratosphere (4.5 or 4 cycles in 13 years; Fig. 1r). In addition to the QBO 309 
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peak period varying between models, the significant QBO period width is also not exactly 310 

identical. Based on reanalyses (Figs. 2a, 2b), the QBO period width is around 20–36 months, 311 

well simulated in most models. However, the period band is much narrower in MIROC-ESM-312 

CHEM, MIROC-ESM, CNRM-CM6-1, CNRM-ESM2-1, and EC-Earth3, but wider in 313 

UKESM1-0-LL (Figs. 2g, 2h, 2l–2n, 2r). 314 

4. Seasonality of the HT relationship in CMIP5/6 models 315 

4.1 The HT relationship in early winter 316 

The high latitude impact of QBO was reviewed in Anstey and Shepherd (2014), and the 317 

maximum NH extratropical response to QBO occurs in early winter (see their Fig. 3). The 318 

composite difference in early winter (November–January) between EQBO and WQBO events 319 

(their sample sizes shown in Table 2) for zonal mean zonal winds, scaled E-P flux, and E-P 320 

flux divergence is shown in Fig. 3. The composite difference pattern is largely similar between 321 

ERA-Interim and JRA55, and the composite zonal winds are more significant in JRA55 than 322 

ERA-Interim due the larger sample size in JRA55 (1958–) than ERA-Interim (1979–). As the 323 

QBO winters are selected using the QBO30 index, the maximum composite easterlies are 324 

situated at 30 hPa, with westerlies above 7 hPa in reanalyses (Figs. 3a, 3b). It can be seen from 325 

reanalyses that a significant E-P flux divergence dipole is established between 20–50°N, 30–326 

5hPa and 50–80°N, 100–5hPa in early winter, corresponding to a strong poleward propagation 327 

of planetary waves between the two dipole centers. The E-P flux convergence center in the 328 

circumpolar region indicates dissipation of waves there and explains the easterly response. The 329 

E-P flux divergence dipole is driven largely by poleward propagation of waves, while the 330 

upward propagation of waves in mid-to-upper stratosphere over the Arctic is a minor 331 

contributor, although some anomalous wave propagation in the upper troposphere and 332 

lowermost stratosphere is also apparent. Not all models can reproduce the circumpolar easterly 333 

response pattern. For example, the easterly response at high latitudes in CESM1-WACCM is 334 
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biased upward to much lower pressure levels (Fig. 3c), while westerly response appears at mid–335 

high latitudes for MRI-ESM2-0 (Fig. 3q). The E-P flux divergence dipole can be simulated 336 

with different degrees of success in most models except BCC-CSM2-MR and MRI-ESM2-0 337 

(Figs. 3j, 3q). The MRI-ESM2-0 output analyzed here is different from Naoe and Yoshida 338 

(2019): they used AMIP-type simulations but we use the historical run. Naoe and Yoshida 339 

(2019) found that the MRI-ESM2-0 shows an equatorward branch of the E-P flux anomalies 340 

in the midlatitude lower stratosphere, and that more waves in the midlatitude stratosphere 341 

propagate poleward, not clearly verified by the EQBO minus WQBO composite in Fig. 3q. 342 

Although the poleward propagation of waves from midlatitudes in the stratosphere is 343 

partially responsible for the weakening of the polar vortex in reanalyses, the E-P flux response 344 

varies with models. The E-P flux diverges in midlatitudes and converges at high-latitudes in 345 

10 models (Figs. 3d, 3e, 3g, 3h, 3k–3o, 3r). Such poleward E-P flux response is biased to lower 346 

pressure levels in CESM1-WACCM (Fig. 3c), reversed in HadGEM2-CCS (Fig. 3f), not as 347 

apparent as upward E-P flux in MPI-ESM-MR, BCC-CSM2-MR, and MIROC6 (Figs. 3i, 3j, 348 

3p), and not realistically reproduced in MRI-ESM2-0 (Fig. 3q). Therefore, the HT mechanism 349 

might not be enough to explain the equatorward branch of the E-P flux anomalies, as in all 350 

models examined here the zero-wind line is modified by the QBO but the E-P flux anomalies 351 

are less consistent. 352 

4.2 Direct response of the meridional circulation in early winter 353 

To better understand the zonal wind anomalies, the composite temperature and residual 354 

velocity (𝑣̅∗, 𝑤̅∗) anomalies in early winter are shown in Fig. 4 for reanalyses and CMIP5/6 355 

models. Based on reanalyses (Figs. 4a, 4b), it is observed that over the equator the cold 356 

temperature and positive 𝑤̅∗  (upwelling) anomalies appear below the maximum easterlies 357 

center (~30 hPa) to balance the easterlies increasing with height (i.e., −
𝜕𝑢

𝜕𝑧
> 0 corresponds to 358 

−
𝜕2𝑇̅

𝜕𝑦2
< 0  by thermal wind balance), whereas warm temperature and negative 𝑤̅∗ 359 
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(downwelling) anomalies prevail above the maximum easterlies center to balance the easterlies 360 

decreasing with height (i.e., −
𝜕𝑢

𝜕𝑧
< 0 corresponds to −

𝜕2𝑇̅

𝜕𝑦2
> 0; see Eq. 8.2.2 in Andrews et 361 

al. 1987, P318). In contrast, the downwelling in the equatorial upper stratosphere is much 362 

stronger than the upwelling in the equatorial lower stratosphere, and it is coupled with the 363 

extratropical upwelling. The extratropical upwelling can well explain the local cold anomalies. 364 

The coupled upwelling in the tropics and downwelling in the extratropics directly induced by 365 

the QBO through the thermal wind balance are part of an anticlockwise circulation cell. 366 

Similarly, a clockwise circulation cell is excited in the lower stratosphere and upper 367 

troposphere, corresponding to the lower stratospheric temperature dipole, i.e., cold tropics and 368 

warm extratropics. The meridional circulation cell, and in particular the residual vertical and 369 

meridional velocities, modifies the distribution of zonal momentum and explains the downward 370 

and poleward arching of westerlies and easterlies in a horseshoe-like shape in the subtropics 371 

(e.g., Randel et al. 1999; Garfinkel and Hartmann 2011a, 2011b; Coy et al. 2016). The 372 

anomalous upwelling in the midlatitude stratosphere is split into an equatorward branch 373 

descending into the tropical upper stratosphere and a poleward branch descending in the polar 374 

region and inducing warm anomalies. 375 

The enhanced downwelling in the Arctic stratosphere and the warm response through 376 

adiabatic heating is better simulated in CMCC-CMS, GEOSCCM, HadGEM2-CCS, MIROC-377 

ESM, MPI-ESM-MR, BCC-CSM2-MR, CESM2-WACCM, CNRM-CM6-1, CNRM-ESM2-378 

1, MIROC6, and UKESM1-0-LL (Figs. 4d–4f, 4h–4m, 4p, 4r) than other models. Consistent 379 

with Fig. 3, the polar downwelling and warm response are biased upward to lower pressure 380 

levels in CESM1-WACCM, MIROC-ESM-CHEM, EC-Earth3, IPSL-CM6A-LR, and MRI-381 

ESM2-0 (Figs. 4c, 4g, 4n, 4o, 4q). Although most CMIP5/6 models can well capture the warm 382 

and weak stratospheric polar vortex response during EQBO winters, the warm temperature 383 

response amplitude in models tends to be underestimated, which is mainly caused by the 384 
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weaker wave activities in the extratropics (Fig. 3) in models. The residual circulation is mainly 385 

driven by wave activities of different scales, but we only calculate the contribution by planetary 386 

waves diagnosed with monthly data for GEOSCCM (daily data for reanalyses and other models) 387 

due to the unavailability of daily outputs for this model. Note that Garfinkel et al. (2012) 388 

demonstrate that it is mainly stationary planetary waves that lead to the HT effect. 389 

4.3 Stratospheric polar vortex and surface 390 

To better assess the performance of CMIP5/6 models in simulating the HT relationship in 391 

early and late winter, several indicators are calculated, including the polar mean sea level 392 

pressure (MSLPpole; averaged over 60–90°N), the lower stratospheric temperature over the 393 

Arctic (Tpole/200–50hPa; averaged over 60–90°N, 200–50hPa), E-P flux divergence in the 394 

circumpolar stratosphere (divEP60–80°N/100–10hPa; averaged over 60–80°N, 100–10hPa), the E-P 395 

flux divergence dipole between 60–80°N, 100–10hPa and 30–50°N, 30–10hPa, and 396 

stratospheric downwelling over the Arctic (𝑤̅65–85°N/100–10hPa 
∗ , averaged over 65–85°N, 100–397 

10hPa). The model-by-model scatterplots of MSLPpole vs Tpole/200–50hPa, divEP60–80°N/100–10hPa vs 398 

Tpole/200–50hPa, and E-P divergence/convergence dipole vs 𝑤̅65–85°N/100–10hPa 
∗  are shown in Fig. 399 

5. On average, a weak and warm polar vortex is seen in early winter (November–January, 400 

purple markers) during EQBO from reanalyses (open purple squares, # 1 and 2), which is 401 

projected onto the negative NAM propagating downward. Therefore, positive MSLPpole 402 

anomalies are observed in early winter and persist into late winter (open green squares). The 403 

stratospheric pathway linking EQBO and the extratropical surface response, i.e., negative AO 404 

denoted by positive MSLPpole anomalies can be reproduced by three models, nos. 6, 8, and 16 405 

in Fig. 5a (i.e., HadGEM2-CCS, MIROC-ESM, and MIROC6), although positive Tpole/200–50hPa 406 

anomalies are simulated in most models. Over the multi-model ensemble (MME), the polar 407 

stratospheric temperature is positively correlated with the polar MSLP, although at a low 408 

confidence level (α=0.06). Therefore, the underestimated stratospheric polar vortex response 409 
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to QBO is partially responsible for the weak MSLPpole anomalies in most models in both early 410 

(November–January) and late (February–March) winter. 411 

The small stratospheric polar vortex response amplitude or the underestimated HT 412 

relationship in most models is related to the smaller-than-observed November–January E-P 413 

flux convergence anomalies in the circumpolar stratosphere (Fig. 5b) or the E-P flux 414 

divergence dipole between mid- and high latitudes (not shown). The E-P flux convergence 415 

anomalies (i.e., divEP < 0) in early winter during EQBO for reanalyses and most models (see 416 

the second quadrant in Fig. 5b) correspond to more dissipation of planetary waves in the polar 417 

stratosphere, whereas there is weaker upward wave propagation in late winter as the 418 

stratosphere polar vortex is already weakened and gradually recovers after February in 419 

reanalyses. However, the timing of the HT relationship within the extended winter is incorrect 420 

for several models: The E-P flux convergence anomalies in the polar stratosphere and positive 421 

polar cap temperature anomalies are strongest in early winter for reanalyses, but they are 422 

strongest in late winter for some models (e.g., CMCC-CMS and CNRM-ESM2-1). 423 

Strong wave dissipation in the polar stratosphere (divEP < 0) is dynamically related to the 424 

anomalous downwelling (𝑤̅∗ < 0) over the Arctic in early winter during EQBO, whereas the 425 

dynamical downwelling response largely diminishes as the polar vortex recovers in late winter 426 

(see open squares in Fig. 5c). Most models can reproduce the dynamical downwelling in early 427 

winter during EQBO except HadGEM2-CCS (#6). The maximum downwelling response in 428 

HadGEM2-CCS is delayed to late winter associated with the strong E-P flux divergence dipole. 429 

The seasonal locking of the polar downwelling is not seen in CMIP5/6 models: The anomalous 430 

downwelling is still present until late winter in models, whereas it has already disappeared in 431 

reanalyses. It is still difficult for CMIP5/6 models to reproduce the polar vortex response 432 

varying with season, and the positive relationship between the polar downwelling and the E-P 433 

flux convergence through “downward control” is also fairly weak between models. Despite 434 
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those biases, the early-winter downwelling response in the polar stratosphere associated with 435 

dissipation of waves originating from midlatitudes (divEP > 0) to high latitudes (divEP < 0) is 436 

successfully captured by most models. 437 

5. Evaluation of QBO-stratospheric polar vortex relationship based on the QBO phase-438 

angle space 439 

5.1 Composite QBO cycle from phase 1 to phase 8 440 

The composite EQBO minus WQBO difference from reanalyses shows the strongest 441 

extratropical response in early winter, whereas such a seasonality is not present in most models. 442 

The composite QBO structure in Fig. 3 is somewhat different between reanalyses and models, 443 

the westerlies above the easterlies at the equator develop higher in reanalyses (above 7 hPa) 444 

than models (above 10hPa). The dependence of the extratropical response to the QBO structure 445 

is investigated in this section. 446 

The composite evolutions of the equatorial zonal wind anomalies with the QBO phase from 447 

200–5hPa are shown in Fig. 6 for reanalyses and models. Given that the QBO phases are 448 

defined using the QBO30 index, phase 1 (5) corresponds to the 30-hPa westerly (easterly) 449 

initiating stage when the westerlies (easterlies) centered between 20hPa and 10hPa begin to 450 

descend. Similarly, phase 2 (6) is the 30-hPa westerly (easterly) developing stage, phase 3 (7) 451 

is the westerly (easterly) weakening stage, and phase 4 (8) is the westerly (easterly) decaying 452 

stage. Phase 9 in Fig. 6 is a replication of phase 1, included for visualization only. The QBO 453 

exhibits a twofold structure between 200–5 hPa (i.e., westerlies overlying easterlies during 454 

phases 1–4; vice versa during phases 5–8), and often a threefold structure (i.e., a third anomaly 455 

center above 5hPa in the upper stratosphere, not shown) (Pascoe et al. 2005). 456 

The downward propagation of westerlies (easterlies) from phase 6 (2) at 5hPa to the 457 

following phase 5 (1) above 100hPa in reanalyses (Figs. 6a, 6b) is well simulated in CMIP5/6 458 

models (Figs. 6c–6r). The main bias is the unrealistic QBO wind amplitude in some models: 459 
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The composite QBO winds in seven CMIP6 models (Figs. 6j–6p) are underestimated, 460 

consistent with the early-winter composites (Figs. 3j–3p). 461 

5.2 Varying extratropical response with the QBO evolution 462 

Next, we explore the stratospheric polar vortex state during the eight QBO phases in 463 

November–March, denoted by the composite polar cap temperature (averaged over 60–90°N) 464 

and circumpolar zonal wind (averaged over 55–75°N) anomalies. The evolution of the polar 465 

cap temperature and zonal wind anomalies with the QBO phase from 1000–5hPa are shown in 466 

Fig. 7. Due to the small sample size in ERA-Interim, it is easy to understand that the composite 467 

anomalies from ERA-Interim are less significant than those from JRA55 and models. It can be 468 

seen that the varying polar response with the QBO phase is well simulated in all models, 469 

showing a downward propagation. The cold lower stratospheric polar vortex and accelerated 470 

polar night jet are observed during QBO phases 2–4, whereas the warm stratospheric polar 471 

vortex and decelerated polar night jet occur during QBO phases 6–8 (Figs. 7a, 7b), which is 472 

successfully modelled by all CMIP5/6 models (Figs. 7c–7r). The maximum lower stratospheric 473 

temperature anomalies over the polar cap appear during the phases 3 and 7, although the 474 

circumpolar zonal wind anomalies reach maxima later. Warm (Cold) anomalies first appear 475 

during phase 4 (8) above 5hPa and descend to the troposphere during phase 6 (2). All models 476 

show high sensitivity of the polar cap temperature and circumpolar wind response to the QBO 477 

phase, consistent with reanalyses. Due to the much shorter data record, the weakened 478 

significance and weak anomalies in ERA-Interim as compared to JRA55 and the models might 479 

mainly reflect internal variability. 480 

The composite differences of zonal winds, E-P flux, and E-P flux divergence between the 481 

QBO phase 7 and phase 3 during the extended winter (November–March) are shown in Fig. 8 482 

for reanalyses and all CMIP5/6 models. Compared with the composite difference between 483 

EQBO and WQBO in Fig. 3 (i.e., EQBO minus WQBO), the extratropical response to QBO 484 
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(i.e., phase 7 minus phase 3) in Fig. 8 is more organized and reproduced by all models. In other 485 

words, the extratropical response during each of the eight QBO phases is much stronger than 486 

the seasonal (early or late winter) EQBO minus WQBO composite, especially in models. Due 487 

to the large variability in the stratosphere and small sample size in ERA-Interim (<40 years), 488 

the composite wind response in the polar stratosphere is nonsignificant at the 95% confidence 489 

level (Fig. 8a). However, the extratropical response patterns are fairly similar for all CMIP5/6 490 

models. Specifically, the E-P flux divergence dipole, especially its convergence center in the 491 

polar stratosphere, is seen in all models except that the anomaly amplitude in MIROC6 is 492 

somewhat underestimated (Fig. 8p). Waves tend to propagate towards high refractive index 493 

(not shown; see Garfinkel et al. 2012), explaining the midlatitude stratospheric E-P flux 494 

divergence and more waves dissipating in the polar upper stratosphere. In contrast, the E-P flux 495 

divergence dipole for the phase 7 minus phase 3 difference is much better simulated by 496 

CESM1-WACCM, MIROC-ESM-CHEM, MIROC-ESM, CNRM-CM6-1, CNRM-ESM2-1, 497 

IPSL-CM6A-L, MRI-ESM2-0, and UKESM1-0-LL (Figs. 8c, 8g, 8h, 8l, 8m, 8o, 8q, 8r) than 498 

other models. Those eight models are dominated by poleward E-P flux in the extratropical 499 

upper stratosphere, but the upward-propagating waves from the troposphere are also modelled 500 

in the polar stratosphere. However, upward-propagating planetary waves are stronger than 501 

poleward-propagating waves in the upper stratosphere in some remaining models (Figs. 8d, 8e, 502 

8i, 8j). 503 

In order to better understand the wave response in Fig. 8, the maximum temperature 504 

response in the Arctic stratosphere throughout the QBO lifecycle is shown in Fig. 9, denoted 505 

as the difference between phase 7 and phase 3. Comparing Figs. 9 and 4, it is shown once again 506 

that the distinction of the stratospheric polar vortex response between early and late winter is 507 

related to the QBO phases for most models. All models reveal that the stratospheric polar 508 

vortex is anomalously warm associated with the polar adiabatic heating by anomalous 509 
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downwelling. The direct meridional circulation response in the upper stratosphere is identified 510 

in all models, that is, upwelling in midlatitudes and dowelling in the equatorial and polar 511 

regions. Associated with the midlatitude upwelling, significant cold anomalies form in the 512 

extratropical upper stratosphere (Figs. 9a, 9b), which are underestimated by at least four 513 

CMIP6 models, obscured by warm anomalies centered at the equator (Figs. 9k–9m, 9o). 514 

Similarly, associated with the clockwise circulation cell across tropical–subtropical mid-to-515 

lower stratosphere, a pattern of cold tropics–warm subtropics is seen in reanalyses (Figs. 9a, 516 

9b). It is clear that the cold center in the tropical mid-to-lower stratosphere is simulated in all 517 

models, but the warm center in the subtropical mid-to-lower stratosphere is largely 518 

underestimated and/or biased upward in eight models (Figs. 9d–9i, 9o, 9p). In contrast, such a 519 

warm center even disappears in five CMIP6 models (Figs. 9j–9n). The subtropical warm center 520 

in the lower stratosphere underneath a cold center in the upper stratosphere is relatively better 521 

simulated by three models, i.e., CESM1-WACCM, MRI-ESM2-0, UKESM1-0-LL (Figs. 9c, 522 

9q, 9r). 523 

 524 

5.3 QBO’s stratospheric pathway for the extratropical response 525 

Through the HT mechanism during the EQBO, the weakened stratospheric polar vortex is 526 

usually projected onto the negative NAM and corresponds to a negative surface AO (Gray et 527 

al. 2018). Therefore, the stratospheric pathway is of vital importance in linking the QBO and 528 

troposphere or near surface. The scatterplot of polar MSLP anomalies is shown in Fig. 10a for 529 

all composite differences (phases 5–1, 6–2, 7–3, and 8–4) during the extended winter 530 

(November–March) from all datasets. The scatter points (MSLPpole vs Tpole/200–50hPa) for phases 531 

7–3 tend to situate in the top right, indicating the positive MSLPpole and Tpole/200–50hPa anomalies 532 

for phases 7–3 are stronger than for phases 5–1 and phases 6–2. It is also shown that the 533 

composite MSLP difference for phases 8–4 is comparable to that for phases 7–3, although the 534 
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Tpole/200–50hPa anomalies for phase 8–4 have diminished. This indicates that the maximum 535 

surface QBO signal lags the maximum stratospheric QBO response in its phase for models and 536 

reanalyses. The positive correlation between Tpole/200–50hPa and MSLPpole suggests that the 537 

stratospheric polar vortex can act as the medium communicating the QBO influence downward 538 

to near surface. 539 

Similar to Fig. 4b, the relationship between Tpole/200–50hPa and the E-P flux divergence in the 540 

polar stratosphere is shown in Fig. 10b for the composite difference from models and 541 

reanalyses between phases 5-to-8 and 1-to-4, respectively. The model-by-model points in Fig. 542 

10b are fairly concentrated for the difference between each pair of phases (i.e., phases 5–1, 6–543 

2, 7–3, and 8–4) but are very scattered in total. The correlation between polar lower 544 

stratospheric temperature and E-P flux divergence is calculated separately for each pair of 545 

phases with 180° lag/lead. The negative correlation for phases 5–1, 6–2, and 7–3 confirms that 546 

the intensity of the polar vortex is closely associated with dissipation of waves in the polar 547 

stratosphere, which mainly originate from the lower-latitude stratosphere and partly the 548 

troposphere. However, the modelled Tpole/200–50hPa and the E-P flux divergence differences 549 

between phases 8 and 4 show similar amplitudes in most models, and their correlation is much 550 

weaker than in other phases. When the polar vortex is disturbed, the wave dissipation into the 551 

polar stratosphere gradually weakens and then disappears from phase 6, phase 7 to phase 8 (i.e., 552 

the scatter group shifts rightward from green, orange to red). 553 

The E-P flux divergence dipole between midlatitude and polar stratosphere can quantify the 554 

anomalous wave source directly associated with QBO in the mid-to-upper stratosphere, which 555 

modulate the residual circulation. The model-by-model scatter plot of polar stratospheric 556 

downwelling vs the E-P flux divergence dipole is shown in Fig. 10c for each pair of phases 557 

with 180° lead/lag. The poleward-propagating waves dissipating in the circumpolar 558 

stratosphere are obvious in phases 7 and 8 in reanalyses, but they form at the beginning of the 559 
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QBO winds reversal to easterlies (i.e., phase 5) in most models, persist until phase 7, and then 560 

disappear early during phase 8. 561 

6. A possible reason for the seasonal drift of the modelled HT relationship 562 

Based on the evaluation of extratropical response to each of eight QBO phases in the last 563 

section, it is shown that the CMIP5/6 models can successfully reproduce (and may even 564 

exaggerate) the stratospheric response during phases 7 and 3 if the full extended winter 565 

(November–March) is examined. In contrast, section 4 showed that if one focuses on the early-566 

winter only, the large difference between EQBO and WQBO in reanalyses is not captured by 567 

the models, and rather the significant stratospheric polar response in some models shifts to late 568 

winter. Does this divergence between the models and observations in the timing of the peak 569 

HT effect reflect a model bias? Or does it reflect a difference in the frequency of occurrence of 570 

specific QBO phases over the course of the extended winter? 571 

We now assess whether there is any relationship between the seasonal drift of the HT 572 

relationship and the Probability Distribution Function (PDF) of eight QBO phases in models. 573 

We specifically show that the maximum extratropical response to QBO in early winter in 574 

observations is simply caused by the higher PDF of phases 7 and 3 in early winter months, but 575 

no such tendency is evident for the models. To explain the seasonal locking of the HT 576 

relationship to early winter in reanalyses, the PDF of the QBO30 phases are shown in Fig. 11 577 

for 2 reanalyses and 16 CMIP5/6 models. It is indeed shown that the two-dimensional PDF 578 

value as a function of month and the QBO phase from reanalyses (Figs. 11a, 11b) is largest 579 

near the QBO phase 3 during August–January (late summer–early winter). However, the phase 580 

3 shows a much smaller possibility of appearing in February–July. It is unclear whether this 581 

tendency of QBO phase 3 to occur in early winter reflects a forced response of the QBO to the 582 

seasonal cycle, or may have occurred by chance in the relatively short observational record. 583 

Similarly, the probability density in phase 7 is also much larger especially during November 584 
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than during late winter months (Figs. 11a, 11b). Because the QBO cycle might shorten in a 585 

warmer future earth with its amplitude weakened (Kawatani and Hamilton 2013; Schirber et 586 

al. 2014), one may expect that the PDF of QBO as a function of its phase and month will 587 

become much more uniform if the sample size is large enough in the future. 588 

In contrast, the PDF of QBO in models and the multimodel ensemble is much more uniform 589 

than in reanalyses, likely due to the much longer timespan in the historical run (Figs. 11c–11s). 590 

Most models with a relatively stronger stratospheric anomaly over the Arctic in early winter 591 

(Figs. 3 and 4) show a higher PDF at phases 3–4 or/and 7–8 in late summer–early winter 592 

months than in later winter months (Figs. 11d, 11h–11j, 11l, 11m, 11p, 11r). Some previous 593 

studies emphasized the importance of the annual cycle for the impact of QBO on the 594 

extratropics (Anstey and Shepherd 2008; Anstey et al., 2010; Rajendran et al. 2016, 2018), but 595 

the QBO evolution stage might play a more dominant role for the extratropical response pattern. 596 

The seasonal shift of the maximum polar response to late winter in several models (Fig. 5) 597 

might provide modelling evidence that the QBO tendency should also be considered in 598 

empirical prediction models. 599 

7. Summary and discussion 600 

This study uses the state-of-the-art CMIP5/6 models with QBO-like cycles in the equatorial 601 

stratosphere to assess the relationship between the QBO and the northern winter stratospheric 602 

polar vortex (the HT effect). The observed maximum HT relationship in early winter from 603 

reanalyses is also compared among CMIP5/6 models, and the AO-like response denoted by the 604 

polar MSLP anomaly is evaluated for CMIP models in early and late winter. In addition, the 605 

extratropical response to eight QBO30 phases are also reported, and dynamics are diagnosed. 606 

The main findings in our paper are as follow. 607 

Compared with CMIP5, more CMIP6 models can reproduce the QBO-like phenomenon, 608 

although the QBO period in models is not exactly the same as in reanalyses. Based on the 609 
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spectrum analysis on the QBO30 index in different datasets, the dominant period of the 30-hPa 610 

equatorial zonal winds in two reanalyses (ERA-Interim and JRA55) is ~28 months. Eight 611 

models (e.g., CESM1-WACCM, HadGEM2-CCS, MIROC-ESM-CHEM, MPI-ESM-MR, 612 

CESM2-WACCM, IPSL-CM6A-LR, MIROC6, MRI-ESM2-0) can well simulate the 613 

dominant QBO period ranging from 25 to 31 months. In contrast, seven models (i.e., CMCC-614 

CMS, GEOSCCM, MIROC-ESM, BCC-CSM2-MR, CNRM-CM6-1, CNRM-ESM2-1, EC-615 

Earth3) show a somewhat faster QBO period but UKESM1-0-LL shows a much slower QBO. 616 

The HT relationship in early winter is simulated in most CMIP5/6 models, that is, the 617 

circumpolar westerlies are decelerated and the stratospheric polar cap is anomalously warm 618 

during EQBO; vice versa during WQBO. The downward and poleward arching of the 619 

maximum easterlies during EQBO reported in early studies (Garfinkel and Hartmann 2011a, 620 

2011b; Garfinkel et al. 2012; White et al. 2015, 2016) is identified in CMIP5/6 models, which 621 

indeed drives the zero-wind line in the subtropical upper troposphere further poleward (Holton 622 

and Tan 1980; Rao et al. 2019a and reference therein). The westerlies above the maximum 623 

easterlies also arch downward and poleward but into the midlatitude stratosphere, 624 

corresponding to an E-P flux divergence center there. The net effect is (1) that more waves in 625 

the mid-to-upper stratosphere propagate poleward and (2) that upward wave propagation in the 626 

subpolar lower stratosphere is enhanced. Therefore, an anomalous E-P flux convergence center 627 

forms in the polar region, which is simulated by all CMIP5/6 models. However, a few models 628 

(e.g., MPI-ESM-MR, BCC-CSM2-MR, and MIROC6) only emphasize the contribution of 629 

upward-propagating waves from the troposphere but underestimate the poleward E-P flux 630 

emitting from the midlatitude upper stratosphere. Namely, the HT mechanism can well explain 631 

the polar response in the lower stratosphere, but the polar response in the upper stratosphere is 632 

even stronger due to wave dissipation of poleward-propagating waves denoted by an E-P flux 633 

divergence dipole. The wave response in the upper stratosphere is related to changes in the 634 
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background circulation through the meridional-vertical circulation cells directly excited by the 635 

QBO. All models and reanalyses consistently show an anomalous anticlockwise circulation 636 

cell in lower latitudes above the maximum EQBO wind center, and the midlatitude upwelling 637 

is split into two branches, one of which goes northward and descends in the Arctic region and 638 

warms the stratospheric polar vortex through adiabatic heating associated with downwelling. 639 

In contrast, a relatively weak and shallow clockwise circulation cell forms in the lower 640 

stratosphere at lower latitudes. Most models can well capture the Arctic stratospheric warming 641 

in early winter during EQBO, although the response amplitudes are somewhat weaker in some 642 

models (e.g., CESM1-WACCM, GEOSCCM, HadESM2-CC, MIROC-ESM-CHEM, EC-643 

Earth3, IPSL-CM5A-LR, MRI-ESM2-0). 644 

The QBO can affect near surface climate by modulating the stratospheric polar vortex 645 

variations, which project onto the NAM propagating downward to influence the surface AO. 646 

Such a route was established by previous studies (e.g., Baldwin and Dunkerton 1998; 647 

Thompson and Wallace 2000; Garfinkel et al. 2012) and verified in this study by checking the 648 

relationship between MSLPpole and Tpole/200–50hPa, although their correlation is at a relatively low 649 

confidence level (α=0.2) based on the early winter composite. Further, the underestimated polar 650 

warm anomalies in models during EQBO are linked to the weaker-than-observed wave 651 

dissipations (i.e., E-P flux convergence anomalies). However, the polar downwelling during 652 

EQBO and its relationship with the wave driving are not well reproduced in models. Some 653 

models have a seasonal drift of the observed maximum HT relationship in early winter to late 654 

winter. 655 

To stress the importance of the QBO phase for the extratropical response, we also divide 656 

the QBO into eight phases based on the QBO30 index and its tendency. Based on the composite 657 

QBO cycle, it is revealed that the average QBO amplitude in several models (i.e., CMCC-CMS, 658 

MIROC-ESM, BCC-CSM2-MR, CESM2-WACCM, CNRM-CM6-1, CNRM-ESM2-1, EC-659 
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Earth3, MIROC6) are largely underestimated. According to the phase-based composite, a 660 

regular cycle of the extratropical response is identified in all models and reanalyses. The 661 

maximum warm (cold) polar stratosphere is found during the QBO phase 7 (3). As the QBO 662 

cycle evolves, the stratospheric anomalies first appear in the upper stratosphere and descend 663 

gradually into the troposphere. Compared with the early winter composite (EQBO minus 664 

WQBO), the phase-based composite (phase 7 minus 3) is much more organized and stronger 665 

in models, which might indicate the dependence of extratropical QBO signal on the equatorial 666 

QBO phase rather than the month. In addition, negative surface AO-like pattern forms during 667 

the QBO phase 7; and vice versa during the QBO phase 3. 668 

By using the phase-based composite, it is revealed that the negative surface AO response in 669 

models is positively correlated with the weakening of the stratospheric polar vortex. The 670 

stratospheric polar vortex state, in turn, is associated with total wave dissipation into the polar 671 

region. The E-P flux divergence dipole in the upper stratosphere is not only an indicator of 672 

enhanced poleward-propagating waves (or weakened equatorward-propagating waves), but 673 

also an indicator of polar downwelling, which is not clearly established by the EQBO minus 674 

WQBO composite during early winter. The net effect is that while seasonal dependence of the 675 

HT relationship differs between the models and reanalyses, the response to a given QBO phase 676 

(taking all months in the extended winter, November–March) is similar in models and 677 

observations. The maximum HT relationship observed in early winter might be caused by the 678 

configuration of the QBO phases 7 and 3 with early winter months in observations, a tendency 679 

that is not evident in the models. The observed seasonality of QBO’s impact on the extratropics 680 

has already been documented (Anstey et al. 2010; Rajendran et al. 2016, 2018). Anstey et al. 681 

(2010) used ERA40 reanalysis and CMAM (Canadian Middle Atmosphere Model) integrations 682 

to show that the strength and timing of QBO influence on the vortex may be affected by the 683 

seasonal synchronization of QBO phase transitions. In contrast, the PDF of the QBO phases is 684 
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more uniform in models, possibly because the observed effect is a consequence of a relatively 685 

small sample size. This difference in the relative timing of QBO phases 7 and 3 in the annual 686 

cycle can explain why the models simulate an overly weak early winter HT relationship. 687 

All the experiments used in this study are air-sea coupled historical runs, so the ENSO 688 

teleconnection in the stratosphere is included in those SST free-evolving experiments, but a 689 

large sample size in the historical runs can decrease the possibility of interference of ENSO 690 

signals with QBO signals (see Table 2 for the composite Niño3.4). By using a large multimodel 691 

ensemble with QBO spontaneously generated, it becomes possible to separate the relative 692 

contribution of QBO and ENSO to the stratospheric variability, although the combined impact 693 

of ENSO and QBO on the stratospheric polar vortex was observed to be nonlinear about their 694 

intensity and phases (e.g., Garfinkel and Hartmann 2007; Calvo et al. 2009). 695 

The CMIP6 database is still being populated, and it is likely that the number of models that 696 

simulate a QBO will grow. However, the 16 models examined here allow us an unprecedented 697 

dataset with several hundred easterly and westerly QBO events. While it will be worth 698 

revisiting the conclusions of this study in a few years after the CMIP6 database is nearly full, 699 

the large sample size spread across many different models allow us to understand how the HT 700 

effect compares in models and in observations, and in particular to demonstrate that the QBO 701 

phase, and not the specific month within the winter season, is the dominant arbiter of the 702 

strength of the HT effect. 703 
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Table 1. Selected QBO-resolving CMIP5/6 models used in this study. The integration time 1023 

span for CMIP5/6 is 1850–2005/1850–2014 in the historical run except that only a 230-yr 1024 

coupled run with the greenhouse gas and ozone-depleting substance forcings fixed at 1950 1025 

levels is available for the GEOSCCM model. 1026 
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Affiliation and 

nationality 

Horizontal resolution 

(latitude × longitude) 

Top (total 

levels and 

levels 

between 100–

1hPa)  

Reference 

CESM1-WACCM 
NSF-DOE-

NCAR, USA 
F19 (96×144) 

5.1×10–6 hPa 

(L66, 23) 
Marsh et al. 2013 

CMCC-CMS CMCC, Italy T63 (96×192) 
0.01 hPa 

(L95, 44) 
Davini et al. 2014 

GEOSCCM NASA, USA 2×2.5° (90×144) 
0.01 hPa 

(L72, 23) 
Li et al. 2016 

HadGEM2-CCS MOHC, UK N96 (144×192) 
85 km (L60, 

23) 
Martin et al. 2011 

MIROC-ESM-CHEM 

CCSR/NIES-

AORI /UT-

JAMSTEC, 

Japan 

T42 (64×128) 
0.0036 hPa 

(L80, 44) 
Watanabe et al. 2011 

MIROC-ESM Above Above Above Above 

MPI-ESM-MR MPI, Germany T63 (96×192) 
0.01 hPa 

(L95, 44) 
Giorgetta et al. 2013 

BCC-CSM2-MR 
CMA-BCC, 

China 
T106 (160×320) 

1.46 hPa 

(L46, 23) 
Wu et al. 2019 

CESM2-WACCM 
NSF-DOE-

NCAR, USA 
F09 (192×288) 

4.5×10–6 hPa 

(L70, 23) 
Liu et al. 2018 

CNRM-CM6-1 CNRM, France TL127 (128×256) 
0.01 hPa 

(L91, 29) 
Voldoire et al. 2019 

CNRM-ESM2-1 Above Above Above Séférian et al. 2016 

EC-Earth3 

EC-Earth 

Consortium, 

Europe 

TL255 (256×512) 
0.01hPa (L91, 

29) 
Massonnet et al. 2019 

IPSL-CM6A-LR IPSL, France N96 (143×144) 
80 km (L79, 

25) 
Dufresne et al. 2013 

MIROC6 

CCSR/NIES-

AORI /UT-

JAMSTEC, 

Japan 

T85 (128×258) 
0.004hPa 

(L81, 37) 
Tatebe et al. 2019 

MRI-ESM2-0 
JMA-MRI, 

Japan 
TL159 (160×320) 

0.01hPa (L80, 

29) 
Yukimoto  et al. 2019 

UKESM1-0-LL 
MOHC/NCAS, 

UK 
N96 (144×192) 

85 km (L85, 

29) 
Kuhlbrodt et al. 2018 

 1027 

Accepted for publication in Journal of Climate. DOI 10.1175/JCLI-D-19-0663.1.



 44 

Table 2. Westerly QBO (QBO30 ≥ 5 m s–1) and easterly QBO (QBO30 ≤ -5 m s–1) winter sizes 1028 

and their ratio in the reanalyses and CMIP5/6 models. The timespan is 1979–2014 (1958–2014) 1029 

for ERA-Interim (JRA55). Refer to Table 1 for the timespan for models. The last column shows 1030 

the composite difference in the winter-mean  Niño3.4 (5°S–5°N, 170–120°W) index between 1031 

EQBO and WQBO. 1032 

Model EQBO WQBO Ratio Composite 

Niño3.4 

ERA-Interim 14 14 1.00 -0.04 

JRA55 24 20 1.20 0.02 

CESM1-WACCM 70 72 0.97 -0.01 

CMCC-CMS 48 40 1.20 0.40 

GEOSCCM 99 105 0.94 -0.002 

HadGEM2-CCS 56 72 0.78 -0.06 

MIROC-ESM-CHEM 58 65 0.89 -0.02 

MIROC-ESM 66 60 1.10 -0.01 

MPI-ESM-MR 66 68 0.97 0.05 

BCC-CSM2-MR 40 50 0.80 -0.03 

CESM2-WACCM 47 55 0.94 -0.43 

CNRM-CM6-1 59 57 1.04 -0.01 

CNRM-ESM2-1 56 57 0.98 0.10 

EC-Earth3 59 68 0.87 0.05 

IPSL-CM6A-LR 63 72 0.88 -0.15 

MIROC6 59 70 0.84 -0.11 

MRI-ESM2-0 70 74 0.95 0.10 

UKESM1-0-LL 71 81 0.91 0.15 
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 1034 

Fig. 1. Pressure-time evolution of the equatorial (5°S–5°N) zonal-mean zonal winds from 200–1035 

5hPa in the selected 13 years for (a, b) two reanalyses, (c–i) seven CMIP5 models, and (j–r) 1036 

nine CMIP6 models. Considering that the historical runs from CMIP5/6 models are very long, 1037 

only the first 13-yr data are shown for models. ERA-Intermin and JRA55 reanalyses are shown 1038 

as a reference for QBO-resolving CMIP5/6 models.1039 
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 1040 
Fig. 2. Spectral analysis on the QBO index defined as the zonal-mean zonal wind anomalies 1041 

over the equator at 30 hPa (QBO30) for (a, b) two reanalyses, (c–i) seven CMIP5 models, and 1042 

(j–r) nine CMIP6 models. The dominant period is marked with a vertical line and printed on 1043 

the top right for each dataset. The black thick curve is the power spectra of the QBO30, the red 1044 

solid curve is red noise, and the blue and green dashed curves are the lower (5%) and upper 1045 

(95%) confidence bounds.1046 
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 1047 
Fig. 3. Composite differences in the zonal-mean zonal wind anomalies (contours; units: m s–1048 
1), in the scaled E-P flux anomalies (𝐹𝑦/𝜌0, 100 × 𝐹𝑧/𝜌0; vectors; units: m3 s–2), and in the E-1049 

P flux divergence anomalies (shadings; units: m s–1 d–1) during early winter (Nov–Jan) between 1050 

the easterly QBO30 and westerly QBO30 phase. The purple lines mark the wind differences at 1051 

the 95% confidence level according to the two-sided Student’s t-test. Considering the QBO 1052 

winds decrease exponentially with latitude, the contour interval is 5 m s–1 in the tropics (left to 1053 

the vertical gray line) but 0.5 m s–1 in mid-to-high latitudes (right to the vertical gray line). The 1054 

zero contours are skipped for clarity.1055 
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 1056 

Fig. 4. Composite differences in the zonal-mean temperature anomalies (shadings; units: °C) 1057 

and in the scaled residual velocity anomalies (𝑣̅∗ , 200 × 𝑤̅∗; curved arrows; units: m s–1) 1058 

during early winter (Nov–Jan) between the easterly QBO30 and westerly QBO30 phase. The 1059 

hatched regions mark the temperature anomalies at the 95% confidence level according to the 1060 

two-sided Student’s t-test.1061 
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 1062 
Fig. 5. Evaluation of the composite differences between easterly and westerly QBO30 during 1063 

early winter (Nov–Jan, NDJ, in purple) and late winter (Feb–Mar, FM, in green) for different 1064 

pairs of variables. (a) scatterplot of the polar mean sea level pressure (MSLP) vs. the lower 1065 

stratospheric temperature over the Arctic (60–90°N, 200–50hPa). (b) scatterplot of the E-P flux 1066 

divergence in the circumpolar stratosphere (60–80 °N, 100–10hPa) vs. the polar lower 1067 

stratospheric temperature (60–90°N, 200–50hPa). (c) scatterplot of the stratospheric E-P flux 1068 

divergence dipole (difference between 60–80°N, 100–10hPa and 30–50°N, 30–10hPa) vs. the 1069 

polar residual vertical velocity (65–85°N, 100–10hPa). The multi-model ensemble (MME) is 1070 

shown in filled circles and the reanalysis open squares for clarity. The plus (cross) sign denotes 1071 

the composite value of the x- (y-)axis at the 95% confidence level. The font/marker color 1072 

denotes the subseason studied (purple: NDJ; green: FM), and the number above the scattered 1073 

point marks the data source. The multi-model correlation between each pair of variables (R) 1074 

and its significance level (α) are also printed if the correlation reaches a ≥90% confidence level.1075 
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 1076 
Fig. 6. Composite pressure–phase evolutions of the equatorial zonal wind anomalies (units: m 1077 

s–1) from 200–5hPa, phase 1–phase 8 (phase 9 is identical to phase 1) for (a, b) the two 1078 

reanalyses and (c–r) 16 CMIP5/6 models. The eight phases of QBO are based on the QBO30 1079 

index and its tendency.1080 
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 1081 

Fig. 7. Composite pressure–phase evolutions of polar cap temperature anomalies (60–90°N; 1082 

shadings; units: °C) and circumpolar zonal wind anomalies (55–75°N; contours; units: m s–1; 1083 

interval: 0.5; zero skipped) during the extended winter (November–March) for (a) the two 1084 

reanalyses and (c–r) 16 CMIP5/6 models. The hatched regions mark the temperature anomalies 1085 

at the 95% confidence level according to the two-sided Student’s t-test.1086 
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 1087 
Fig. 8. As in Fig. 3 but for composite differences between QBO phase 7 and phase 3 during 1088 

the extended winter (November–March). Note that the contour interval in mid-to-high latitudes 1089 

(right to the vertical gray line, 1 m s–1) is different from Fig. 3. The zero contours are skipped 1090 

for clarity.1091 
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 1092 
Fig. 9. As in Fig. 4 but for composite differences between QBO phase 7 and phase 3 during 1093 

the extended winter (November–March).1094 
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 1095 
Fig. 10. As in Fig. 5, but for composite differences between QBO phase 5 and phase 1 (purple), 1096 

between phase 6 and phase 2 (green), between phase 7 and phase 3 (orange), and between 1097 

phase 8 and phase 4 (red) during the extended winter (November–March). The MME is shown 1098 

with a filled circle and the reanalysis as a square for clarity. The plus (cross) sign denotes the 1099 

composite value of the x- (y-)axis at the 95% confidence level. The font/marker color denotes 1100 

the composite phases, and the number above the scattered point marks the data source. The 1101 

multi-model correlation between each pair of variables (R) and its significance level (α) are 1102 

also printed in each plot.1103 
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 1104 
Fig. 11. The two-dimensional Probability Distribution Function (PDF) of the monthly QBO30 1105 

index as a function of the QBO phase (x-axis) and month (y-axis) for (a, b) the two reanalyses, 1106 

(c–r) 16 CMIP5/6 models, and (s) multimodel ensemble (MME). 1107 
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