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The impact of radiative transfer scheme on global climate model (GCM) simulation is presented in this 

paper by comparing the difference between δ-two-stream adding method ( δ-2DDA) and adding algorithm 

of the δ-four-stream discrete ordinates method ( δ-4DDA) radiation schemes in the Atmospheric General 

Circulation Model of the Beijing Climate Center (BCC_AGCM). Only consider the effects of the calculation 

method itself, the δ-4DDA reduces the negative shortwave cloud radiative effect (CRE) in the areas with a 

significant fraction of low cloud, while enhances the negative shortwave CRE in the areas with the large 

fraction of high cloud. For the longwave CRE, the δ-4DDA enhances the longwave CRE drastically in the 

regions with a significant fraction of the high cloud. The feedback of clouds results in more interesting 

results. The δ-4DDA produces more accurate shortwave CRE in the region over the land and ocean in the 

middle and high latitude areas. The longwave CRE simulated by δ-4DDA is better than that affected by δ- 

2DDA over the ground in Africa, South America, and Atlantic. The change of radiation scheme affects the 

simulation of other meteorological variables. The simulation of global humidity by δ-4DDA is improved 

obviously. The δ-4DDA simulates more accurate temperature in continents of the northern hemisphere 

and precipitation in North America, Africa, northern Indian Ocean and western Pacific. Although the im- 

provement of every physical process is required to develop the models, implementing δ-4DDA scheme 

into GCM and evaluating the effect of it are necessary and meaningful. 

© 2019 Published by Elsevier Ltd. 
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. Introduction 

Global climate models are the primary tool used for cli-

ate change projections. The uncertainty of the parameterization

chemes in the global climate model limits the accuracy of future

limate change projections. Radiation process is one of the most

rucial factors for climate modeling, affecting the simulation result

f climate to a large extent. 

The radiative transfer algorithm is pivotal for radiative pro-

esses in climate models. Over the past few decades, numerous

orks have been done to obtain a more straightforward method

o parameterize the radiative processes with higher accuracy (e.g.,

9,13,15,20,24,26,29,34,44,47,48,54,57,58] ). The δ-two-stream meth- 

ds, which provide a simple calculative process and moderately ac-

urate analytical solutions of the radiative transfer equation, are
∗ Corresponding author. 
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he most common choice in climate models among other avail-

ble methods [39] . However, cloud heating was underestimated as

igh as 10% by δ-two-stream methods [34] . The incorrect cloud ab-

orption could affect climate model behaviors as cloud top heating

s crucial for cloud evolution, which indicates that a δ-four-stream

cheme is necessary. Liou et al. [30] derived the solution of the δ-

our-stream discrete ordinates method (DOM) for a single layer at-

osphere. The δ-four-stream DOM was extended to a vertically in-

omogeneous atmosphere by using an inverse matrix formulation

o solve the connection of all the layers in radiative transfer [15] .

sing a combination of the δ-four stream DOM for solar radiation

nd δ-two-and-four-stream DOM for thermal infrared radiation in

 climate model, Gu et al. [16] found that the use of the new ra-

iation scheme improved the model simulated cloud and radiation

elds and alleviated the cold bias that is common in many climate

odels. 

The adding method works naturally with layered medium and

ields reflection and transmission readily. Besides, the advantage of

he adding method is that the calculation is performed one layer

https://doi.org/10.1016/j.jqsrt.2019.106800
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jqsrt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jqsrt.2019.106800&domain=pdf
mailto:fengzhang@nuist.edu.cn
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at a time, without the requirement for handling the inverse of a

large matrix associated with all the model layers. Another advan-

tage of the adding method is its ability to manage partial cloud

under a specific condition [27] since dealing with vertical overlap

and internal inhomogeneity of cloud is a challenging task in atmo-

spheric radiation. Because of these advantages, the δ-two-stream

adding method (referred as δ-2DDA) [2,3,25,50,55] is widely used

in climate models. Zhang et al. [57] created an adding algorithm

of the δ-four-stream DOM (referred to as δ-4DDA) for solar radia-

tion. The δ-4DDA scheme was applied to improve the calculation

accuracy of aerosol radiation forcing [65] . Zhang et al. [59] pro-

posed an infrared δ-4DDA based on the invariance principle. The

δ-4DDA method is much more accurate than δ-2DDA method in

most cases, especially under the cloudy-sky condition. Besides,

the δ-4DDA method is much more efficient than δ-four-stream

DOM [28] . The computational time of the δ-4DDA is about 1.76

times of that of δ-2DDA for a radiative transfer calculation with

gaseous transmission and cloud absorption [28] . Therefore, the cur-

rent computers can manage the extra computation very well in cli-

mate modeling. It is necessary to assess the impact of δ-4DDA on

global climate models (GCMs). 

In GCM, the heating and cooling rates obtained by radiative

transfer calculations would involve the calculation of the thermal

process, which further alters the dynamic processes [31,49] . Dif-

ferent radiation transfer algorithms will inevitably lead to differ-

ent simulation results. The δ-4DDA scheme for solar and infrared

radiation have not been combined for systematic analysis and as-

sessment in climate models. In this study, the simulation results of

δ-4DDA and δ-2DDA on radiation variables and other meteorologi-

cal variables will be evaluated in the GCM. 

The model and the data are introduced briefly in Section 2 .

Section 3 presents the results of the fluxes, cloud radiative ef-

fect and meteorological variables simulated by δ-4DDA and δ-

2DDA schemes in a GCM. A conclusion and discussion are given

in Section 4 . 

2. Model and data 

2.1. Model description 

In this study, the Atmospheric General Circulation Model of

the Beijing Climate Center (BCC_AGCM2.0.1) is used to esti-
Fig. 1. Global distributions of the cloud fractio
ate the impact of different radiative transfer schemes. The

CC_AGCM2.0.1 is developed from the Community Atmosphere

odel Version 3 (CAM3) of the National Center for Atmospheric

esearch (NCAR) [53] . The model employs horizontal triangular

runcation at wavenumber 42 (T42, approximately 2.8 ° × 2.8 °) and

 terrain-following hybrid vertical coordinate including 26 layers

ith the top layer at a pressure of 2.9hPa. 

Some improvements have been implemented in the cloud-

adiative processes in BCC_AGCM2.0.1. To make the representation

f subgrid cloud properties flexible and modularized and to main-

ain computational efficiency, the Monte Carlo Independent Col-

mn Approximation (McICA) method is used [18,40] . A stochas-

ic sub-grid cloud generator combined with McICA developed by

ing and Zhang [21] is adopted in the cloud overlap scheme to

olve the problem of subgrid cloud variability. The radiative pa-

ameterization employed is the Beijing Climate Center Radiation

ransfer model (BCC_RAD), which was developed by Zhang et al.

60–62] . In the BCC_RAD, the radiation spectrum is divided into 17

ands (eight bands for longwave and nine bands for shortwave),

nd the spectral ranges of each band are listed in Zhang et al. [60] .

he model contains five major greenhouse gasses (H 2 O, CO 2 , O 3 ,

 2 O, and CH 4 ) and chlorofluorocarbons (CFC11, CFC12, CCL4, and

FC22). The optical properties of water cloud droplets are taken

rom Nakajima et al. [38] and Kiehl et al. [23] , respectively. The op-

ical properties of ice clouds are computed using data from Zhang

t al. [64] . More details of BCC_RAD can be found in Zhang et al.

63] 

The δ-2DDA and δ-4DDA are used to deal with the so-

ar and thermal radiation transfer calculation in BCC_RAD. In

olar and infrared δ-4DDA, the four-stream discrete ordinates

ethod [30,31] with two-node Gaussian quadrature ( μ1 = 0.2113,

2 = 0.7887) is used to solve the radiation equation in a single

ayer. The four principles of invariance governing the reflection and

ransmission of the light beam for solar radiative transfer proposed

y Chandrasekhar [5] and for infrared radiative transfer proposed

y Zhang et al. [59] are the basis of the adding mothed, which can

e applied to multilayer atmospheric radiation transmission. 

.2. Data and methodology 

The primary datasets used in this article comes from model

imulations. Two experiments are designed to reveal the differ-
n in instantaneous diagnose experiment. 
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nces between the two kinds of radiative transfer schemes in GCM.

n the first instantaneous diagnose experiment, the δ-2DDA and δ-

DDA are used as the first and second calculations, respectively.

n the model integrations, the model fields are only updated us-

ng the radiative results from the δ-2DDA. Therefore, there was

o climate feedback from the δ-4DDA. In this instantaneous di-

gnose experiment, the cloud properties and meteorological vari-

bles are the same for the δ-2DDA and δ-4DDA. In the second

xperiment, both the δ-2DDA and δ-4DDA are used to drive the

odel respectively, to obtain the different status of cloud and me-

eorological variables, which is referred to as the feedback experi-

ent. The prescribed present SST and the sea ice data are adopted

n these two experiments. The model runs from 1975 to 2010,

nd the monthly average output results of 1981–2010 are used for

nalysis. 

The monthly fluxes and cloud radiative effect (CRE) datasets

rom 2.8 Edition Energy Balanced and Filled (EBAF) are pro-

ided by the Clouds and the Earth’s Radiant Energy System

CERES). The data for monthly surface temperature, specific hu-

idity, and relative humidity come from the National Centers

or Environmental Prediction (NCEP) and the National Center for

tmospheric Research (NCAR). The monthly precipitation data

ome from the Global Precipitation Climatology Project (GPCP)

ersion 2.3 Combined Precipitation Data Set. The 30-year aver-

ges of these data from 1981 to 2010 are used as benchmarks

o evaluate the simulation results of the δ-2DDA and δ-4DDA

n GCM. 
ig. 2. Global distributions of (a) (b) net flux at SFC simulated by δ-2DDA, and (c) (d)

nstantaneous diagnose experiment. 
. Comparisons in GCM 

.1. Instantaneous diagnose experiment 

In the instantaneous diagnose experiment, meteorological vari-

bles are consistent, and only the radiation variables calculated in

he radiation process will change. Clouds affect the radiation bud-

et of the Earth through their interaction with shortwave (solar)

nd longwave (thermal) radiation. On the one hand, some amount

f the incoming shortwave radiation is reflected and absorbed by

louds; on the other hand, clouds absorb the longwave radiation

mitted by Earth, and in turn, re-emit longwave radiation back to

he Earth and space [43] . Therefore, clouds are one of the domi-

ant modulators of the radiation budget at the top of the atmo-

phere (TOA) and the surface (SFC) [11,42,46] . In the instantaneous

iagnose experiment, the cloud fraction is the same. In BCC_AGCM,

louds at pressures greater than 680hPa are defined as low clouds,

nd clouds at pressures less than 440hPa are defined as a high

loud. Fig. 1 presents the distribution of low ( Fig. 1 a) and high

 Fig. 1 b) clouds in this experiment. For the low cloud, the areas

f the large fraction are located in high latitudes in the northern

emisphere (60 ° − 90 °N), and the high-value belt in the southern

emisphere is located in mid-latitudes (40 ° − 70 °S). At the same

atitude, the fraction of low cloud over the land lower than that

ver the ocean, which is consistent with observations [12] . For the

igh cloud, large values of the fraction are concentrated over the

cean near the equator, especially in the western Pacific and Indian
 differences between two schemes for (a) (c) shortwave and (b) (d) longwave in 
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Fig. 3. Same as Fig. 2 , but the net flux at TOA. 
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Ocean warm pool regions. In tropics, the updraft is very strong,

leading to more high clouds and less low clouds. 

The δ-4DDA scheme has a higher-order approximation than the

δ-2DDA. Theoretically, the higher the order, the more accurate the

calculation. To verify the accuracy of the two schemes, both of

the two schemes are incorporated to BCC_AGCM to calculate the

radiation flux for a group of the instantaneous diagnose experi-

ment. Shortwave and longwave net flux at the SFC simulated by δ-

2DDA and the difference between δ-4DDA and δ-2DDA are shown

in Fig. 2 . If the absorption and reflection of clouds and gases are

ignored, the shortwave net flux at SFC will decrease with increas-

ing latitude. Due to the extinction of cloud on shortwave radiation,

the SFC shortwave net flux near the Indo-Pacific Warm Pool and

the Bering sea is significantly lower than that in the same latitude

area. The shortwave net flux at SFC simulated by δ-4DDA is smaller

than that simulated by δ-2DDA, and the global average difference

is −1.37 W/m 

2 . The most significant difference occurred in the Sa-

hara desert, with a value of −5.0 W/m 

2 . The cloud optical thick-

ness is very small over the Sahara desert (Minnis et al., 2003 [36] ).

According to Zhang and Li, the transmittance of the δ-4DDA is sig-

nificantly lower than that of the δ-2DDA when the optical depth is

small [58] , so the shortwave net flux at SFC simulated by δ-4DDA

is significantly lower than that simulated by δ-2DDA in the Sahara

desert. The difference between shortwave net fluxes at SFC simu-

lated by the two schemes is more significant in areas with more

high clouds, such as the Indo-Pacific Warm Pool. The shortwave

net fluxes at SFC in regions with the fraction of high clouds greater

than 0.5 and areas with the fraction of low clouds greater than 0.5

were calculated, respectively. In areas dominated by high clouds,
he average difference in surface shortwave net flux is −1.7 W/m 

2 ,

hile in areas dominated by low clouds, it was −1.1 W/m 

2 . 

The longwave net flux simulated by δ-2DDA has a high value

n the Sahara desert, the Arabian desert, the Australian desert,

nd the North American desert. These desert areas have less cloud

over, so the longwave net flux is large. The difference of the global

verage surface longwave net flux simulated by δ-4DDA and δ-

DDA is 1.12 W/m 

2 , and the longwave net flux simulated by δ-

DDA in most regions is higher than that simulated by δ-2DDA.

ccording to Zhang et al. [59] , in the standalone radiation model,

he downward flux at SFC simulated by δ-4DDA is smaller in the

resence of clouds, which is consistent with the results in this pa-

er. 

Similar to the shortwave net flux at SFC, the shortwave net

ux at TOA near the Indo-Pacific Warm Pool is less than that in

ther regions at the same latitude due to the reflection of clouds

 Fig. 3 ). The results of Zhang and Li [58] show that when the op-

ical thickness is small, the reflectivity of δ-4DDA is larger than

hat of δ-2DDA; when the optical depth is large, the reflectivity of

-4DDA is lower than that of δ−2DDA. Therefore, the distribution

f the difference in shortwave net flux at TOA simulated by the

wo schemes is not uniform. In the low-latitude ocean, the differ-

nces are mostly negative, with the most significant difference be-

ng −2.34 W/m 

2 in the Indo-Pacific Warm Pool. While in the mid-

le and high latitudes, the shortwave net flux simulated by δ-4DDA

s larger than that of δ-2DDA. The average difference in shortwave

et flux at TOA is −0.57 W/m 

2 in the region dominated by high

louds, while in areas dominated by low clouds, the difference was

.33 W/m 

2 . 
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Fig. 4. Same as Fig. 1 , but the CREs at TOA. 
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The longwave net flux at TOA determined by the upward emis-

ion of the surface and clouds is closely related to the temperature

f the surface and the temperature of the cloud top. The simula-

ion results of δ-2DDA decrease with the increasing latitude, but in

he areas dominated by high clouds, the longwave net flux is sig-

ificantly lower. δ-4DDA simulates lower longwave net flux at TOA

han δ-2DDA, with a global average difference of −0.85 W/m 

2 and

 maximum difference of −2.48 W/m 

2 . The difference is more sig-

ificant in the areas with high clouds than that with low clouds.

n areas with high clouds fraction greater than 0.5, the difference

etween the two schemes is −1.56 W/m 

2 , while in areas with low

louds fraction greater than 0.5, the difference between the two

chemes is −0.5 W/m 

2 . 

In GCM, radiative effect (CRE) is a critical element causing the

ncertainty [6,7,45,51] . CRE is defined by Ramanathan et al. [41] as

he difference between cloudy and clear-sky radiation fluxes. As

ne of the essential indicators of the cloud effect on radiation, CRE

as been widely used to assess the significance of clouds on radi-

tion. Fig. 4 presents the CREs simulated by these two schemes in

CC_AGCM2.0.1 for the instantaneous diagnose experiment. Upper

anels provide the CREs simulated by δ-2DDA. The bottom groups

how the differences in the CREs simulated by δ-4DDA and δ-2DDA

ith the same cloud properties and other meteorological variables.

he value of shortwave CRE at the TOA is negative (cooling ef-

ect). As the value of shortwave CRE at the TOA is negative, the

egative difference in which between δ-4DDA and δ-4DDA means

he enhancement or overestimation of the shortwave CRE. Also, the

ositive difference implies the reduction or underestimation of the

hortwave CRE. The δ-4DDA reduces the CREs over the land and

ea in the middle and high latitudes with a significant fraction of
ow clouds, such as the Bering Strait region and the ocean region

round 60 ° south. The maximum reduction is more than 2.8 W/m 

2 .

n the areas with a large fraction of high cloud, the δ-4DDA en-

ances the negative shortwave CRE. Especially for the region of the

ndian Ocean warm pool, the δ-4DDA enhances the negative short-

ave CRE, with the maximum absolute value exceeding 2.4 W/m 

2 .

he global distributions of the longwave CRE at the TOA simulated

y δ-2DDA and differences of the two schemes are presented in

he right panels. Compared with the δ-2DDA, δ-4DDA enhances

he longwave CRE in most areas ( Fig. 4 d). The differences of long-

ave CREs between the δ-4DDA and δ-2DDA are related to the

igh cloud. In the areas with a large fraction of the high cloud,

he δ-4DDA enhances the longwave CRE drastically. The most con-

iderable enhancement is in the western Pacific Ocean, exceeding

.0 W/m 

2 . 

.2. Feedback experiment 

The change of fluxes caused by the different calculation

chemes creates an interaction effect with clouds. In the instan-

aneous diagnose experiment, only the impact of the method itself

s considered. In a feedback experiment, the interaction of cloud-

adiation is taken into account. Fig. 5 presents the distributions

f the differences in cloud fraction between the δ-2DDA and δ-

DDA schemes. The distributions of the low and high cloud frac-

ion simulated by the δ-2DDA are shown in Fig. 1 . The fraction of

he low cloud simulated by the δ-4DDA is higher than that sim-

lated by δ-2DDA over large regions, with a global average differ-

nce of 0.0075 ( Fig. 5 a). The δ-4DDA enhances the fraction of the

igh cloud that appeared in the land near the equator, especially
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Fig. 5. Global distributions of the differences between two schemes for (a) low cloud, (b) high cloud and (c) total cloud in the feedback experiment. The black dots indicate 

where differences exceeded the 90% confidence level. 
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in the center of Africa, with a maximum value of 0.082, while it

reduces the fraction of the high cloud in the Atlantic and eastern

Pacific ( Fig. 5 b). The δ-4DDA scheme overestimates the total cloud

fraction over large regions, especially in the center of Africa and

India. In some areas of the eastern Pacific and Europe, the δ-4DDA

scheme underestimates the total cloud fraction compared to the

δ-2DDA ( Fig. 5 c). 

Because of the feedback of clouds, both the shortwave and

longwave fluxes and CREs are different from those of the diag-

nosing experiment. Fig. 6 shows the difference between the short-

wave (longwave) net flux at SFC simulated by δ-2DDA and the

CERES data, as well as the difference between δ-4DDA and δ-2DDA

in the feedback experiment. Compared with CERES, the shortwave

net flux at SFC simulated by δ-2DDA on the continent in low lati-

tude is higher, but the global averaged surface shortwave net flux

is smaller, with an average value of −4.41 W/m 

2 . In the feedback

experiment, the difference in shortwave net flux at SFC between

the two schemes is more complicated due to the change of cloud

fraction. In terms of quantity value, the difference in the feedback

experiment was also more significant than that in the diagnostic

experiment, with the maximum difference as high as −15.9 W/m 

2 .

In the diagnostic experiment, shortwave net flux at SFC simulated

by δ-4DDA is smaller than that simulated by δ-2DDA in the global

area. While in the feedback experiment, the shortwave net flux of

δ-4DDA in some areas are larger than that of δ-2DDA, because the

cloud cover in these areas simulated by δ-4DDA is reduced, mak-

ing more solar radiation reach the surface. At the same time, the

surface shortwave net flux simulated by δ-4DDA is further reduced

in the region with increased cloud fraction. 
The global mean longwave net fluxat SFC simulated by δ-2DDA

s higher than the CERES data, with the significantly higher value

n China and India, and lower value in the Indo-Pacific Warm Pool.

ompared with δ-2DDA, the longwave net flux at SFC simulated by

-4DDA is lower in the regions with increased cloud fraction, such

s central Africa, Arabian peninsula and India, because the increase

f the cloud raises the surface downward longwave radiation. The

ecreased surface longwave net flux due to the change of cloud

as of a larger magnitude, and the difference in the global mean

urface longwave net flux between δ-4DDA and δ-2DDA changed

rom the positive value (1.12 W/m 

2 ) in the diagnostic experiment

o the negative value ( −0.03 W/m 

2 ) in feedback experiment. 

Compared with CERES, δ-2DDA simulates a lower global mean

hortwave net flux at TOA with an average value of −7.19 W/m 

2 . In

he Sahara desert, east Asia, South America and Australia, δ-2DDA

imulates a higher shortwave net flux at TOA than the CERES data.

n the diagnostic experiment, the shortwave net flux at TOA in the

id-high latitude region simulated by δ−4DDA is higher than that

imulated by δ-2DDA. In the feedback experiment, some areas re-

ect more solar radiation due to the increase of cloud cover, mak-

ng the δ-4DDA simulate lower shortwave net flux compared to

-2DDA. Similarly, in the lower latitudes, the reduction of cloud

over over the western Pacific and Atlantic ocean makes the short-

ave net flux at TOA simulated by the δ−4DDA in this region

igher than that simulated by δ-2DDA. 

Compared with CERES, δ-2DDA overestimates the longwave net

ux at TOA in Africa and South America with a maximum error

f 41.41 W/m 

2 . However, δ-2DDA underestimates the longwave net

ux at TOA in both the Indian Ocean and the western Pacific with a
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Fig. 6. Global distributions of (a) (b) differences in net fluxes at SFC between δ-2DDA and CERES, and (c) (d) differences between two schemes for (a) (c) shortwave and (b) 

(d) longwave in feedback experiment. The contours in (a) (b) are the net fluxes of CERES’s observation. 
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2 . In the feedback experiment, the

ongwave net flux at TOA is significantly affected by the change of

igh clouds. Because of the decrease in high clouds fraction sim-

lated by δ-4DDA over Atlantic and western Pacific regions, the

ongwave net flux at TOA simulated by δ-4DDA in this region also

hanged from lower than that simulated by δ-2DDA in diagnostic

xperiments to higher than that simulated by δ-2DDA in feedback

xperiment ( Fig. 7 ). 

Upper panels of Fig. 8 provide the observed CREs at TOA from

ERES data and the differences between δ-2DDA and the observed

esults; the bottom presents the distribution of differences in CREs

imulated by the δ-4DDA and δ-2DDA in the feedback research.

n the Sahara desert and Antarctica, CREs of CERES data is small,

here there are fewer low clouds. However, the absolute values of

hortwave CRE are significant for the ocean in mid-latitude. From

ig. 8 a, the δ-2DDA overestimates the shortwave CRE in the areas

ver the ocean around the equator. The differences of shortwave

REs between the δ-2DDA and δ-4DDA schemes are related to the

ifferent total cloud fraction simulated in the GCM. The incoming

hortwave radiation can be reflected and absorbed by clouds. The

xistence of clouds enhances the reflected shortwave fluxes at the

OA. In the areas around the center of Africa and India, the δ-

DDA enlarges the cooling effect compared with the δ-2DDA since

he fraction of the total cloud is enhanced by the δ-4DDA observ-

bly. In the instantaneous diagnose experiment, the δ-4DDA also

nlarges the cooling effect in the eastern Pacific. However, the δ-

DDA reduces the cooling effect in some areas over the eastern

acific in feedback experiment because of the decrease of the total

loud fraction simulated by it. Over the middle and high latitudes,

hough the fraction of whole cloud simulated by the δ-4DDA is
arger than that simulated by δ-2DDA, the δ-4DDA doesn’t enlarge

he cooling effect in these areas. In these areas, the δ-4DDA un-

erestimates the negative CRE compared to the δ-2DDA according

o the instantaneous diagnose experiment. Therefore, in the feed-

ack experiment, the cooling effect of the increased cloud fraction

s offset by the warming impact of the calculation method. 

In the warm pool regions of the Indian and western Pacific

ceans, the values of CERES longwave CREs are largest. And then

n the equatorial continent, the longwave CREs are also larger. Over

he land, the δ-2DDA underestimates the longwave CRE, especially

n central Africa and northern South America. In the low latitude

cean, the δ-2DDA overestimates the longwave CRE ( Fig. 8 b). Out-

oing longwave radiation at the TOA is mainly influenced by the

emperature of the cloud top under the cloudy-sky condition. So

he longwave CREs are related to the high cloud fraction. In Fig. 8 d,

he δ-4DDA enhances the longwave CRE compared to the δ-2DDA

ore significantly than that in the instantaneous diagnose experi-

ent around the center of Africa, because of the more high cloud

raction simulated by δ-4DDA in the feedback test. In the Indian

cean and the western Pacific warm pool, both the higher fraction

f high cloud and effect of the calculation method itself cause the

-4DDA to enhance the longwave CRE at TOA. In the instantaneous

iagnose experiment, the δ-4DDA enhances the longwave CRE in

he Atlantic and eastern Pacific. In the feedback experiment, the δ-

DDA reduces the CRE in these areas because of the decrease of

igh cloud fraction simulated by δ-4DDA. 

Generally speaking, the performance of simulation results of

RE by δ-4DDA in the equatorial ocean region is poor. But the δ-

DDA produces more accurate shortwave CRE in the region over

he land and ocean in the middle and high latitude areas. For
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Fig. 7. Same as Fig. 6 , but the net flux at TOA. 
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2  

c  
the longwave CRE, the simulation with δ-4DDA is better over the

ground in Africa, South America, and Atlantic in the feedback ex-

periment, all of which pass the reliability test. 

The change of CREs must cause a change in heating rate. Fig. 9

shows the differences in the shortwave heating rate ( Fig. 9 a) and

the longwave heating rate ( Fig. 9 b) between the two schemes in

the feedback experiment. In general, in the feedback experiments,

the shortwave heating rate at the tropospheric bottom is lower

than the longwave heating rate. For shortwave heating rates, the

differences between the two schemes are apparent throughout the

troposphere. In the upper troposphere, the differences are more

pronounced, especially at low latitudes, the maximum error is up

to 0.069 K/day. The shortwave heating rate is closely related to

aerosol absorption and other processes. In the lower troposphere,

conditions such as aerosol and surface reflectance are more com-

plex, making the differences of shortwave heating rate in the lower

troposphere between two schemes more complicated than that

in the upper layer. For the longwave heating rate, the large val-

ues of the differences between the two methods mainly appear in

the lower troposphere. The longwave cooling simulated by δ-4DDA

is strengthened near the tropopause but weakened in the tropo-

sphere. The longwave heating rate simulated by δ-4DDA scheme is

significantly higher than that of the δ-2DDA in the middle and low

latitudes, with a maximum difference of 0.59 K/day. This overesti-

mation probably because the longwave CREs increase in the middle

and low latitudes, which weakens the cooling effect of the long-

wave. The energy is concentrated below the clouds, increasing of

the longwave heating rate. 

Fig. 10 a is the result of observed temperature from NCEP data

and the difference between the simulated temperature by δ-2DDA
nd the NCEP data. The temperature of NCEP is generally zonal, de-

reasing from the equator to the poles. Compared with the NCEP,

he δ-2DDA overestimates the heat over the ocean and underesti-

ates the temperatures over the continents in the northern hemi-

phere and Antarctic. Fig. 10 b presents the differences between δ-

DDA and δ-4DDA. In the middle latitudes and low latitudes, the

emperature simulated by δ-4DDA is higher. The larger tempera-

ure differences were found in North America and Asia, where the

aximum was 2.2 K. In the Antarctic, the temperature simulated

y δ-4DDA is lower than that of δ-2DDA. At the bottom of the

roposphere, the δ-4DDA simulates a higher heating rate in low

nd middle latitudes, which contributes to warmer temperatures

n the middle and lower latitudes. In polar regions, the δ-4DDA

eating rates are low, which may be the reason for the low tem-

erature. The change in temperature is not the same as the change

n heating rate, because the temperature can be modified not only

y radiative heating but also by thermodynamic heating [66] . The

emperature increases simulated by δ-4DDA of the northern and

outhern hemispheres at high latitudes are different, resulting in

 larger temperature gradient in the southern hemisphere than in

he northern hemisphere. The change in temperature gradient will

ffect lar ge-scale circulation [ [1] , [33] , [52] ]. The temperature sim-

lation of δ-2DDA in the land area of the northern hemisphere is

ower than NCEP. The simulation of δ-4DDA in this area is better

han that of δ-2DDA and pass the reliability test. In the region over

he ocean, the δ-4DDA, like δ-2DDA, overestimates the tempera-

ure. 

The δ-4DDA improves the humidity simulation compared to δ-

DDA, as shown in Fig. 11 . Fig. 11 a-b provides the results of spe-

ific humidity and Fig. 11 c-d shows the results of relative humid-
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Fig. 8. Same as Fig. 6 , but the CREs at TOA. 

Fig. 9. Differences in heating rate in the troposphere between two schemes for (a) shortwave and (b) longwave in the feedback experiment. The black dots indicate where 

differences exceeded the 90% confidence level. 
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Fig. 10. Global distributions of differences in surface temperature (a) between δ-2DDA and NCEP, and (b) differences between two schemes in feedback experiment. The 

contours in (a) are the surface temperature of NCEP data. The black dots in (b) indicate where differences exceeded the 90% confidence level. 

Fig. 11. Global distributions of differences in (a) specific humidity and (c) relative humidity between δ−2DDA and NCEP, and differences in (b) specific humidity and (d) 

relative humidity between two schemes in feedback experiment. The contours in (a) (c) are the humidity of NCEP data. The black dots in (b) (d) indicate where differences 

exceeded the 90% confidence level. 
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ity. The specific humidity of NCEP decreases from the equator to

the poles. The relative humidity is higher in the ocean, lower in

the Antarctic, Australia, the Sahara desert and the Arabian Penin-

sula. The δ-2DDA underestimates the specific humidity as a whole

with significant errors appearing in the land at low and middle
latitudes. Because the warmer environment can store more mois- m  
ure, the specific humidity will increase with the increasing of

emperature [22] . The specific humidity simulated by δ-4DDA is

igher than that simulated by δ-2DDA except in the Antarctic re-

ion. The global average specific humidity error of δ-2DDA and δ-

DDA is −0.98 g/kg and −0.89 g/kg, respectively. In the low and

iddle latitudes, the improvement of specific humidity simulated
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Fig. 12. Global distributions of differences in precipitation (a) between δ-2DDA and GPCP, and (b) differences between two schemes in feedback experiment. The contours 

in (a) are the precipitation of GPCP data. The black dots in (b) indicate where differences exceeded the 90% confidence level. 
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G  
y δ-4DDA is more prominent. More water vapor warms the at-

osphere through the greenhouse effect, which continues to in-

rease water vapor through positive feedback [4,66] . The relative

umidity is greatly overestimated by δ-2DDA in the Arctic and the

ntarctic, which is different from the simulation of specific humid-

ty. It may be related to the simulated low temperature in polar

reas. In the equatorial ocean region, relative humidity simulated

y δ-2DDA has a weak overestimation, while in other regions it is

ostly underestimated. Compared with δ-2DDA, the δ-4DDA sim-

lates lower relative humidity in polar regions and higher relative

umidity in oceans and low-latitude lands. Overall, the simulation

ccuracy in specific humidity and relative humidity of δ-4DDA is

igher than that of δ-2DDA. 

Fig. 12 shows the simulation results in precipitation of the two

chemes. High precipitation occurs in the regions at a low lati-

ude ocean. The δ-2DDA underestimates precipitation in Africa and

outh America and significantly overestimates it in the northern

ndian Ocean and western Pacific. From Fig. 10 , the temperature

radient in the southern hemisphere simulated by the δ-4DDA in-

reases, making the Hadley circulation in the south of hemisphere

tronger ( [1,33,52] ). Affected by the enhanced Hadley circulation

n the southern hemisphere, the intertropical convergence zone

hifts northward [8,17,32] , thus changing precipitation [56,66] . The

recipitation simulated by the δ-4DDA in the equatorial region is

enerally less than that by the δ-2DDA. In some areas, precipi-

ation increased, which may be related to increased water vapor

19] . Compared with the δ-2DDA, δ-4DDA simulates more precip-

tation in South America and Africa, with a maximum value of

.46 mm/day. The simulated precipitation in the northern Indian

cean and western Pacific is less, and the maximum difference

s −2.21 mm/day, which means that δ-4DDA is more accurate in

hese areas than δ-2DDA. Generally speaking, precipitation simu-

ated by δ-4DDA is more accurate than that of δ-2DDA in low lati-

udes. Also, simulations in precipitation of δ-4DDA over the ocean

n the southern hemisphere, such as the South Pacific and ocean

round the 60 ° south, are more accurate than that of δ-2DDA. 

. Conclusion and discussion 

In this paper, both δ-2DDA and δ-4DDA radiation schemes are

valuated in GCM to compare the impact of different radiative

ransfer schemes, which helps us to choose the most suitable

cheme for use in GCMs. 

In the instantaneous diagnose experiment, in areas dominated

y high clouds, the average difference in shortwave net flux at the

urface and longwave net flux at the top of the atmosphere be-
ween δ-4DDA and δ-2DDA is more significant than that in the

reas dominated by low clouds. The average difference in short-

ave net flux at the top of the atmosphere is negative in the re-

ion dominated by high clouds, while positive in areas dominated

y low clouds. The δ-4DDA reduces the negative shortwave CRE in

he areas with the large fraction of low cloud, while it enhances

he negative shortwave CRE in the areas with the large fraction of

igh cloud compared to the δ-2DDA. For the longwave CRE, the

-4DDA enhances the longwave CRE drastically in the areas with

 large fraction of the high cloud. Generally speaking, the δ-4DDA

educes the shortwave CRE errors over the land and ocean in the

iddle and high latitudes and reduces the longwave CRE errors

ver the land. But over the ocean in low latitudes, δ-2DDA per-

orms better both for shortwave CRE and longwave CRE. In a feed-

ack experiment, the fluxes and CRE changes from the combined

mpact of the distribution of cloud and the calculation method. δ-

DDA produces more accurate shortwave CRE in the part of the

and and ocean in the middle and high latitude areas. The differ-

nces in the fractions of high cloud influence the longwave CRE at

OA observably. The longwave CRE simulated by δ-4DDA is better

ver the land in Africa, South America, and Atlantic. The δ-4DDA

imulates more accurate temperature in continents of the northern

emisphere and precipitation in North America, Africa, north of In-

ian Ocean, and western Pacific. For specific humidity and relative

umidity, the δ-4DDA simulations are better than δ-2DDA around

he world. 

In this paper, we choose the data from CERES, NCEP, and GPCP

s the benchmark to evaluate the two schemes. We chose these

ata because the datasets are accessible and they provide the vari-

bles we want to compare. These data are also widely used in GCM

ommunity as a criterion [10,14,35,37] . However, the comparability

f these data and model simulation data needs to be further ex-

lored, as the external forcing of the two types of data are not

ompletely consistent. How to compare with these two data is an

nteresting and challenging problem and has not been done so far. 

From previous studies [57,59] , the δ-4DDA is more superior

o δ-2DDA, especially under the cloudy-sky condition. Improve-

ents in the accuracy of radiation modules are necessary, which

irectly affect other physical processes such as temperature, hu-

idity, and precipitation. Therefore implementing δ-4DDA scheme

nto GCM and evaluating its performance is meaningful. However,

he δ-4DDA scheme will result in the worse performance of GCM

n some areas compared with δ-2DDA, since errors produced by

he δ-2DDA may be offset by those provided by other inaccurate

hysical parameterization. Therefore, other physical processes in

CMs, such as the cloud microphysics process, should also be im-
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proved meanwhile for the better performance of GCMs when using

more accurate radiative schemes. 
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