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Abstract 

The detrimental impacts of climate change have drawn the interest of many climate scientists 

towards understanding the past climate for the sake of preparing for the future. The current study 

evaluates the performance of 12 rainfall models available in Coupled Model Intercomparison 

Project Phase 5 (CMIP5) in reproducing observed rainfall over Kenya from 1979-2005. Several 

statistical metrics were deployed in quantifying the disparities between CMIP5 models, in situ, 

and the Global Precipitation Climatology Centre (GPCC v7) rainfall datasets. The results show 

satisfactory skill of CMIP5 models’ in simulating the bimodal rainfall regime despite exhibiting 

dry (wet) bias during March-May (MAM) and October-November (OND) season, respectively. 

The models’ skills in reproducing the interannual variability is relatively weak. However, 

majority of the models captures the temporal pattern with reasonable skills in OND than in 

MAM and annual rainfall. The impacts of Indian Ocean Dipole (IOD) and El Niño southern 

oscillation (ENSO) are marked in observed OND rains with no significance link in MAM rains. 

Overall, CMIP5 models’ skills in replicating the mean statistics and teleconnection links are 

relatively weak. Remarkably, the performance of models at different time scale, metrics, 

simulation of dynamical and teleconnection patterns are inconsistent among models. 

Nevertheless, based on skill score, the models are listed from top to bottom as; MPI-ESM-MR, 

CSIRO-MK3-6-0, GISS-E2-R, MRI-CGCM2.3.3, EC-EARTH, MIROC-ESM-CHEM, 

FGOALS-g2, BCC-CSM1.1-M, HADGEM-AO, CanESM2, GFDL-ESM2G, IPSL-CM5A-MR, 

and MME model. This study sheds light on the use of statistical metrics and teleconnection 

pattern to rank CMIP5 models and forms basis on model selection. Model parameterization over 

tropics is prudent, and bias correction is paramount in future projections and impacts studies. 

Keywords: CMIP5; Rainfall; Kenya; teleconnections 
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1. Introduction 

Climate change is an unequivocal phenomenon which has drawn the interest of many researchers 

globally with a common goal of understanding the past, present, and future projections. 

According to a report by Intergovernmental Panel on Climate change (IPCC, 2014), poverty is 

elevating in developing countries, while in developed countries it has increased socio-economic 

inequality due to dreadful impacts of climate change. Kenya’s economy depends on rain-fed 

agriculture (World Bank, 2012), and pronounced seasonality, drought within a season 

accompanied by high rainfall variability (Mupagwa et al., 2006) has threatened the livelihood of 

majority of the citizens. Rainfall is the key factor in crop production (Adhikari et al., 2015; 

Mumo et al., 2018), and in the hydrological cycle (Mehran et al., 2014). This calls for need to 

understand the performance of Global circulations models (GCMs) in simulating the historical 

rainfall. This is because, future projections depend on the selection of the models especially in 

rainfall since previous studies have shown existence of huge model divergence over Africa 

(Williams and Funk, 2011; Otieno and Anyah, 2013; Bhattacharjee and Zaitchik, 2015; Endris et 

al., 2016; Ongoma et al., 2018).  

 GCMs are crucial tool for climate science and have been vastly used by IPCC periodic 

future projections. Various studies have used GCMs to examine climate aspects in different parts 

of the globe. At the global scale, several scholars have shown that GCMs models have high 

biases over Africa and Asia but depict low biases in Europe (Braconnot et al., 2012; Otieno and 

Anyah. 2013; Blázquez and Nuñez.2013;  Müller et al., 2014; Tierney et al., 2015; Raghavan et 

al., 2018;Ayugi et al., 2019). Wood et al. (2004), further elucidated that, most of the GCMs 

models exhibit significant bias in simulating rainfall than other climate variables. In Africa, 

different researchers have deployed various methods to rank CMIP3/5. For instance, Otieno and 

Anyah (2013), Jury (2015), and Ongoma et al. (2018) used statistical metrics whilst Brands et al. 

(2013) employed large scale atmospheric circulations. Similarly, Rowell (2013), Martin et al. 

(2014), and Endris et al. (2016) conducted validation through teleconnection patterns whereas, 

Bhattacharjee and Zaitchik (2015) and Blázquez and Nuñez (2013) combined all the 

methodologies mentioned above to rank the models. The results show that there exists a 

divergence view of GCMs description of Africa climatology and variability as a continent and, 

also over different countries. For example, in the Great Horn of Africa (GHA), southern Africa, 
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the Sahel regions due to their intricate climate, there exist extensive models’ discrepancies 

(Williams and Funk, 2011; Otieno and Anyah, 2013). Additionally, areas that experience 

enhanced Hadley cell circulations like the Northern parts of Africa, and certain regions of 

tropical Africa, some models agree on the sign of the rainfall trend (IPCC, 2013). Regardless of 

some region having good models’ agreement, the regions with much ambiguity add up to a larger 

part of the Africa continent than the regions with a significant agreement (Bhattacharjee and 

Zaitchik, 2015). This call for a revisit of the current GCMs output over Africa as a continent 

since the regions with poor models’ performance are highly vulnerable to impacts of climate 

change and variability. 

Over Kenya, the main rainy season (March- April) is drastically decreasing and 

threatening the economy at large (Tierney et al., 2015; Ayugi et al., 2016; Ongoma and Chen, 

2017; Mumo et al., 2019). Concurrently, frequency and intensity of droughts have increased 

recently over the region (Williams and Funk 2011). Paradoxically, GCMs projection about future 

rainfall shows wetter conditions (Otieno and Anyah, 2013; Ongoma et al.,2018) which is 

attributed to the influx of high quantities of greenhouse gases (Chadwick et al., 2015). This 

inconsistency between GCMs and observed rainfall trend is termed as “East Africa Climate 

Paradox” (Rowell et al., 2015). Brands et al., (2013), has associated this discrepancy to the 

paucity of in situ data required for model parameterization over the region. Additionally, rainfall 

biases in CMIP3/5 have been attributed to several factors like excessive equatorial Pacific cold 

tongue, double intertropical convergence zone (ITCZ), and weak Atlantic meridional overturning 

circulation (Lee and Wang, 2014). These models’ divergences can be reduced by using a big 

ensemble GCM simulation. However, due to the high cost of running models, a limited number 

of ensembles are run to produce one model output which is free online (Taylor et al., 2012). 

Despite the documented shortcomings of CMIP models, newer phase of CMIP models have 

shown improved ability to simulate climate (Reichler and Kim, 2008). For example, Anyah and 

Qiu, (2012) compared the performance of CMIP3/5 over GHA region and found out that, CMIP3 

placed the peak of March - May seasonal rainfall in May instead of April. This discrepancy has 

been resolved in CMIP5 algorithms to capture the seasonal maxima correctly.  

There is a dire need to assess the representation of the statistical link between rainfall and 

teleconnection patterns taking into consideration that, rainfall over the country is not only 
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controlled by synoptic and mesoscale factors but also teleconnection systems. This is crucial 

because teleconnection links are bound to change with time as the climate evolves, and their 

impacts have been projected to become stronger (Endris et al., 2018). The major teleconnection 

patterns governing rainfall over the study domain are; sea surface temperature variations over the 

Indian Ocean, forming the Indian Ocean Dipole (IOD) (Saji and Yamagata, 2003; Yamagata et 

al., 2004). The disparity of sea surface temperature over the equatorial Pacific Ocean, forming 

the El Niño-Southern Oscillation (ENSO) index (Ropelewski and Halpert, 1987).  The strength 

of these two indices (IOD and ENSO) determines the occurrence of extremes events over the 

region (Camberlin and Okoola, 2003). Notably, failure of GCM rainfall model to capture the 

elementary climate dynamics and teleconnection links signify its inability to simulate future 

projections reliably (Bhattacharjee and Zaitchik, 2015). This is due to the diagnostic nature of 

rainfall, which can be bias-corrected if the model fails to capture statistical metrics, but it cannot 

be rectified if the model does not capture the dynamics aspects. To minimize models’ 

discrepancy in the future projections, use of sophisticated techniques that goes beyond 

replicating the mean climatology of the variable of interest but evaluating the climate dynamics 

of the models and the associated known teleconnection is encouraged. Ranking of GCMs should 

be treated with caution, and the sole purpose of the model selection should be noted first. Based 

on this background, this study will assess and rank the performance of 12 historical CMIP5 

rainfall models relative to in situ and GPCC rainfall datasets. 

The rest of the paper will cover the following sections; section two, study domain, data, 

and methodology. Section 3 elaborates models’ skill to capture mean statistics, seasonality, and 

teleconnection associations and ranking of the models. Conclusion and recommendation are 

drawn in section 4.  

2. Study Domain, Data, and Methodology 

2.1 Study Domain 

Kenya is bounded on latitude 5° S - 5° N and longitude 34°E - 42° E. Different ecosystems exist 

in the country due to varying climate characteristics and heterogeneous landscape (see Fig. 1a, of 

Mumo et al., 2019). Rainfall over the region is highly erratic accompanied by droughts even 

within a rainy season (Mupangwa et al., 2006).  The country receives two rainy seasons 

classically classified as; March - May (MAM) “Long rains”, and October - December (OND) 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



“Short rains” with a peak in April and November respectively (Fig. 1). Despite the dominant 

biannual rainfall regime, some studies have shown that the western highlands receive 

quantifiable rainfall amounts during June - August (JJA) (Ogwang et al., 2015). MAM is usually 

known as the primary rainy season due to its great spatial extent and amounts especially in the 

lake regions and along the coast, while OND is the main rainy season at the central and lower 

eastern regions (Ayugi et al., 2016; Mumo et al., 2019)  

Rainfall over the region is controlled by large scale features like ENSO index which is 

known to have a significant influence on OND season (Ntale and Gan, 2004; Endris et al., 2013; 

Bahaga et al., 2015) and is associated with wet conditions (El Niño) and dry conditions (La 

Niña). Moreover, IOD significantly influences OND than MAM seasonal rainfall (Behera et al., 

2005). Large water bodies like Lake Victoria and the Indian ocean modulates the climate of the 

region (Ogwang et al., 2014). Intertropical Convergence Zone (ITCZ) controls rainfall 

seasonality over the country and the entire EA region (Black et al., 2003; Endris et al., 2013)..  

Despite the influence of large-scale systems on rainfall, its distributions are moderated by 

complex topography which varies from low lying areas at the coast to central highlands which 

host Mt. Kenya at 5199 meters.  In addition, the Great Rift valley stretches from north to south 

bisecting the country into two.  Its features entail the undulating valleys and ridges, and large 

scales maritime features such as lakes Victoria, Nakuru, Naivasha, and Bogoria which controls 

the transport of airmasses hence determining the rainfall distribution within the great rift valley 

region and central parts of Kenya (Wakachala et al., 2015). Elaborated details on the influence of 

topography on rainfall distribution over East Africa (see Oettli and Camberlin, 2005) 

 

2.2 Data  

The choice of CMIP5 models evaluated in this study was based on a study by Knutti et al. (2013) 

which described the models’ genealogy. The same selection of models has been adopted by 

Bhattacharjee and Zaitchik, (2015). CMIP5 historical models span from 1850 referred to as the 

pre-industrial period to 2005. The CMIP5 historical rainfall output has a number of models at a 

different resolution, the regridded dataset at a resolution of 1.0° × 1.0° was drawn from 

http://climate-scenarios.canada.ca/?page= gridded-data. According to Taylor et al., (2012), each 

model has multiple ensembles runs which are forced by different greenhouse gas concentration, 

observed aerosols, variations in land use, and solar forcing. The couple models are assigned an 
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identification number by the World Climate Research Programme (WRCP) as r1i1p1, where r 

represents the first realization number, i is the initialization procedure used, and p refers to the 

perturbed physics number. More details of the CMIP5 models can be obtained from Taylor et al. 

(2012). The CMIP5 rainfall models used, their resolution, greenhouse gas composition and 

modeling center are highlighted in Table 1. 

For consistent purpose, this study used the first run ensemble of each model as presented 

in Table 1. The choice of the study period (1979 - 2005) was based on the number of synoptic 

stations which had homogeneous and consistent rainfall data. Thirty-three synoptic stations were 

chosen for comparison with CMIP5 rainfall dataset. Point to point comparison is prudent due to 

geographical complexity of Kenya, as the mechanisms which control weather differ from locale 

to another and models’ skill to capture diverse feature are different (Woldemeskel et al., 2016). 

Monthly rainfall in situ data was sourced from Kenya Meteorological Department (KMD) and is 

available upon request. In addition, observed gridded based dataset, Global Precipitation and 

Climatology Centre (GPCCv7) (Schneider et al., 2014, 2016) was used to evaluate the models’ 

ability to mimic the movement of ITCZ. Observed ENSO and IOD indices were calculated from 

mean monthly Sea Surface Temperature recorded at Met Office Hadley Centre (HadISST) 

(Rayner et al., 2003). For consistency purposes, the same period was applied for both models’ 

simulations, GPCCv7, and in situ data. 

Table 1. The CMIP5 models used, their greenhouse gas composition, and the modeling center.   

2.3 Methodology 

The CMIP5 rainfall and SST output were nudged to the reference datasets through bilinear 

interpolation (common resolution of 1.0° × 1.0°). Twelve CMIP5 rainfall models’ performance 

was assessed by comparing the models’ output with in situ rainfall and GPCC datasets from 

1979-2005 over Kenya. For point to point comparison between station data and CMIP5 models, 

bilinear interpolation was used to extract the model data which corresponds to each station 

coordinate. A minimum of 33 points corresponding to synoptic stations, which are ununiformly 

distributed within the country were used for comparison (Mumo et al., 2019, Fig. 1b). Standard 

normal homogeneity test (SNHT), introduced by Alexanderson, (1986) was used to test the 

homogeneity and consistency of the in-situ data. The results show that, all the stations were 
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consistency. We adopted Casanova and Ahrens, (2009) methodology to build the multimodal 

ensemble model (MME) by assigning equal weight to each model and then averaging the values. 

In this study, the skills of the models were assessed based on four categories; 1). Mean climate, 

2). Seasonality, 3). Interannual variability, and 4). Teleconnection links. The following statistical 

metrics were deployed to examine the above-stated categories. 

Normalized root means square error (nRMSE) was used to elucidate the relative average 

oddness of the GCMs models from the in-situ observations. After obtaining the RMSE (Eq.1), 

the values are scaled for comparison purposes by diving it by the mean/standard deviation of 

observation field (Randall, 2007). In this study, the RMSE was normalized by mean where μ_obs 

refers to the mean of the observation (Eq.2). 

RMSE =
√∑ (Obsp −Simp)2n

i=1

n
                                                                                                            (1) 

nRMSE =
RMSE

μobs

                                                                                                                                       (2) 

A non-parametric Spearman’s rank correlation method was utilized to establish the 

relationship between simulated rainfall, and calculated ENSO/IOD indices. This method has 

been adopted from Endris et al., (2015), and Hauke and Kossowsi, (2011) since its does not 

assume linearity of variable as opposed to the Linear regression method. A two-tailed t-test was 

then applied to determine the significance of the correlation at a 90 % confidence level. The 

models’ dynamics were evaluated through simulation of the movement of ITCZ as being 

controlled by the rainy bands of the monsoonal/trade winds. ITCZ is well documented as the 

main cause of rainfall seasonality over East Africa and was traced using a Hovmöller diagram. 

Hovmöller diagrams averages all variables under consideration, either along the longitude or 

latitude and put them in one axis while the other axis shows time (Hovmöller, 1949). 

Kling-Gupta efficiency modified (KGE`) (Kling et al., 2012), is a modified form of Nash-

Sutcliffe efficiency and considers the correlation coefficient (r), bias factor, and the variability 

between observation and simulated data. KGE` solves the problems resulting from the 

interactions among variables like the case where variability is underestimated. KGE_α represents 

the variability ratio between the standard deviation of the model’s simulation (σs) and the 

observed standard deviation (σo). If the KGE_α value is greater than 1, it implies overestimation 
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of the simulation model, and if is less than one, it signifies underestimation. 𝐾𝐺𝐸_𝛽 is used to 

represent the bias ratio between the mean of the simulated model (µs) and the observed mean 

(µo).  𝐾𝐺𝐸_𝛽  value ≥ 1 implies the presence of positive bias, while 𝐾𝐺𝐸_𝛽   value ≤ 1 signifies 

negative bias.  𝐾𝐺𝐸_𝑟 indicates the temporal dynamics relationship between the simulation and 

the observation expressed as Pearson correlation coefficient. It is worth noting that, the ideal 

value of KGE` is 1. Mathematically it can be illustrated as; 

KGE` = 1 − √(α − 1)2 + (β − 1)2 + (r − 1)2                                                                                     (3) 

Where; 𝛼 =
𝜎𝑠

𝜎𝑜
 and,  𝛽 =

𝜇𝑠

𝜇𝑜
  

To measure the internal-model process which determines the physical processes of 

climate system like extreme events and trend, variability index (VI) was used (Scherrer et al., 

2005; Palmer et al., 2008). Variability index which is obtained from the standard deviation of a 

model divided by the standard deviation of the observation exhibit bias since the model with 

tiny/huge VI mostly cancels out hence giving a false alarm of individual model (Scherrer, 2011). 

To evade that, this study chose to use (VI) introduced by (Gleckler et al., 2008). The new VI is 

calculated as the differences between the ratio of two models in question. The bounds in which 

to determine what to be called a good or bad VI is subjective simply because an ideal model 

should have a VI of zero. This signifies that the researcher can determine the limits to use in the 

study by estimating it from this ratio ( 
𝜎𝑆𝑖𝑚

𝑖

𝜎𝑜𝑏𝑠
𝑖 ). Mathematically, the VI is defined using Eq. 4;  

VI = (
σSim

i

σobs
i −

σobs
i

σSim
i )

2

                                                                                                                    (4) 

Where, 𝜎𝑠𝑖𝑚
𝑖   represents the standard deviation of the simulation model rainfall at given station i, 

while  𝜎𝑜𝑏𝑠
𝑖   represents the standard deviation of the observed rainfall at a given station i.  

Relative percentage bias (R.B) was used to quantify the magnitude of model deviation 

from the observation. Scaling model’s bias helps to determine which model is better than the 

other on a uniform ground. Statistically, the percentage bias can be expressed as; 
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R. B =
1

N
∑ Simp−Obsp

n
i=1
1

N
∑ Obsp

n
i=1

∗ 100%                                                                                                                 

(5) 

Mann Kendall (Mann, 1945; Kendall, 1975) is a robust non-parametric trend detection 

method, and it was used in this study to detect rainfall trend. Theil Sen’s slope estimator (Sen, 

1968), is also a non-parametric method which quantifies the magnitude of the trend. More details 

of the method can be found in (Ongoma and Chen, 2017; Ullah et al., 2018, Mumo et al., 2019). 

To compare how spatially the combined statistical metrics which include; centered-root 

mean square error (RMSE), a standard deviation which shows the amplitude of variations 

between models, and the pattern correlation, Taylor diagram was used (Taylor, 2001). The closer 

the model is to the observation (reference data point), the better the model performance, and the 

opposite is true. Taylor diagram also shows the relative performance of models against each 

other hence signifying the existence/non-existence of consensus of the models toward the 

reference data. 

 The combined model’s skill to simulate the observed rainfall and the teleconnections 

links using the methodologies discussed above was tested using skill score. This technique was 

adopted from (Fu et al., 2013; Anandhi and Nanjundiah, 2015; Arora et al., 2017). The model’s 

statistics obtained at seasonal and annual were subjected to relative absolute error to quantify 

their closeness to the observed magnitude of the same metric as proposed by Fu et al., (2013). 

Then all the relative absolute error values were summed up to get the skill score (SSC) at each 

time scale. The following statistics were used to build SSC; correlation (CORR), KGE` (Kling-

Gupta-efficiency modified), nRMSE, VI, and absolute relative errors in; Mean (µ), standard 

deviation (σ), median (Med), skewness (cS), coefficient of kurtosis (cK), trend (MK), and Theil-

slope estimator (TSA). The model with the smallest SSC value was termed as the best. 

Mathematically, it can be stated as; 

SSC = (1 − CORR) + (1 − KGE`) + nRMSE + |μ| + |σ| + |Med| + |cS| + |cK| + |MK| + |TSA|                                                                                                                                                 

(6) 

The skill score of each model at each station was averaged over the whole country to get the 

mean skill score as expressed in Eq.7; 
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SSCMEAN =
∑ SSCi

n=1

P
                                                                                                                      (7) 

Where, SSC is the skill score at a given station (i), and P is the total number of stations used. 

3. Results and Discussions 

3.1 Mean annual cycle  

It was paramount to evaluate the mean annual cycle since a good model is regarded as the one 

that can capture the seasonal cycle of a certain weather parameter (Sperber and Palmer, 1996). 

Results indicate that, Kenya receives biannual rainfall regimes with two distinct seasons defined 

as MAM and OND with a peak in April and November, respectively (Fig. 1). All the models 

assessed exhibit dry bias during MAM season while 7/12 show wet bias during OND in 

comparison with the in-situ data (Fig. 1). The problem of CMIP rainfall models’ tendency to 

depict dry (wet) bias during MAM (OND) rainy season over Equatorial East Africa and in 

extension the Great Horn of Africa (GHA) has been reported (Anyah and Qiu, 2012; Otieno and 

Anyah, 2013; Yang et al., 2015; Ongoma et al., 2018). The gridded data (GPCC), captured the 

observed mean annual cycle (r = 0.98) but underestimated its magnitude. Due to this high level 

of agreement between the two datasets, GPCC was used in analyzing the ITCZ movements. 

Since models’ errors are bound to be carried forward in future projection, underestimation of the 

MAM season can adversely impact the economy due to lack of adequate preparedness to adapt 

probably to flood caused by unexpected heavy rainfall. On the other hand, overestimation of the 

OND rains can negatively impact the agriculture sector and consequently the whole economy at 

large due to overdependence on rainfed agriculture as people anticipate more rainfall, which 

turns to be less than expected.  

Fig. 1. Mean annual rainfall cycle comparison between CMIP5 models, MME model in thick 

black color, GPCC in thick red color, and station data (thick blue color).  

  The model's ability to reproduce the seasonality of rainfall over Kenya is principally 

underlined on its ability to simulate the movements of ITCZ. Different scholars have associated 

the migration of ITCZ with the surface pressure and convergence, outgoing longwave radiation, 

cloud-top height, and rainfall, but unfortunately, these diagnostics rarely align (Nicholson, 2013). 

In this paper, we chose to deploy rainfall as a proxy for ITCZ since rainfall is the theme variable 
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and also it has been vastly used by previous studies to simulate ITCZ over East Africa region 

(Bhattacharjee and Zaitchik, 2015; Ongoma et al., 2018; Kisembe et al., 2018). The movements 

of ITCZ to the south bring OND rainy season, and as it retreats to the north, it brings MAM rainy 

season over the study domain. To simulate the three distinct features (onset, peak, and cessation) 

of seasonal rainfall over Kenya, Hovmöller diagram was used. Hovmöller diagram provides a 

framework to determine the model’s ability to capture seasonality and intra-seasonality of 

rainfall (Hourdin et al., 2010). In this category, GPCC was used as the reference dataset to 

evaluate the performance of the models. The results as presented in Fig. 2 show that most of the 

models fairly captured the movement of the ITCZ by portraying the two wet seasons (MAM and 

OND), and one dry season (JJAS). GPCC shows the anticipated bimodal rainfall regime with 

pronounced seasonality along the Equator.  

The simulation of ITCZ by CMIP5 models differ from one model to another with 

majority capturing the correct seasonality. Overall, the wettest model is BCC-CSM1.1-M while 

the driest model is IPSL-CM5A-MR. Apart from IPSL-CM5A-MR exhibiting the highest dry 

bias, the model has late onset of OND rains which starts in November and extends to January. 

CanESM2, EC-EARTH, CSIRO-Mk-6-0, GFDL-ESM2G, HADGEM-AO, MPI-ESM-MR, 

MIROC-ESM-CHEM, MRI-CGCM3, and MME replicate with reasonable skills the bimodal 

rainfall pattern. Notably, MAM season starting synchronously throughout the country in CSIRO-

Mk-6-0. GISS-E2-R and FGOALS-g2 do not simulate the intra-seasonal with satisfactory skill as 

the models do not capture the dry season but simulate rainfall from April – December along the 

Equator. These two models capture the JJA rainy season which is attributed to the influx of 

Congo air masses in the region (Ogwang et al., 2015). The highest rainfall amount during MAM 

(OND) is reproduced by GISS-E2-R (MRI-CGCM3). This is because the models push the rain 

bands far south leading to wet bias in the simulation. This can be attributed to the facts that, the 

southern oceans absorb a lot of incoming solar radiation leading to the well documented SST, 

wind, and rainfall biases (Williams et al., 2014). This phenomenon is termed as the Southern 

hemisphere albedo error (Haywood et al., 2016). Failure of a model to simulate a dynamical 

prominent phenomenon like ITCZ which is bound to change due to interaction with mesoscale 

and synoptic scale features is realistically unreliable to project rainfall in the future accurately 

(Bhattacharjee and Zaitchik, 2015) 

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



It is worth noting that, most of the models’ discrepancies occur in simulating the start, the 

peak and the cessation of the seasonal rainfall. These inconsistencies arise from their different 

abilities to simulate the mechanisms behind rainfall formation over the region. These 

mechanisms include topography, mesoscale and largescale features, and teleconnection patterns 

which influence rainfall over the region. This calls for the modeling group to check the internal-

model physics, which shapes the model locality bias. The rest of the CMIP5 model comparison 

is based only on in situ rainfall data.  

 

Multiple aspects of CMIP5 models in reproducing the observed mean annual cycle are 

summarized in Taylor diagram (Fig. 3). The dashed green lines show the unbiased centered 

RMSE while the spatial variability is measured in terms of standard deviation. The best 

performing model in reproducing the mean annual rainfall over Kenya is CSIRO-Mk3-6-0 which 

is in consensus with the previous study by Yang et al., (2014) over the broad EA region. This is 

because it has a significant correlation (r = 0.9) at a 95% confident band, coupled with small 

unbiased RMSE. Most of the models (9/12), in addition of the MME model, can simulate the 

annual rainfall cycle amplitude despite showing low spatial variability than the observation. 

Three models; BCC-CSM1.1-M, GFDL-ESM2G, MPI-ESM-MR overestimate the differences 

between dry and wet months over Kenya due to their high standard deviation (>1). The lowest 

performing model in this category is MPI-ESM-MR as shown by high standard deviation of 1.45 

and low temporal correlation pattern of 0.38. 

 

Fig. 3. Zonal average rainfall of CMIP5 models in comparison with the OBS (station data). The 

alphabetical letters represent the models; A - BCC-CSM1.1-M, B - CanESM2, C- CSIRO-Mk3-

6-0, D - EC-EARTH, E - FGOALS-g2, F- GFDL-ESM2G, G - GISS-E2-R, H - HADGEM2-

AO, I- IPSL-CM5A-MR, J - MIROC-ESM-CHEM, K- MPI-ESM-MR, L - MRI-CGCM3, and 

M - MME model.  

 

Fig. 2. Hovmöller diagram depicting the monthly average rainfall along latitude (5°S - 5°N) in 

each month. J - D denotes January - December respectively. 
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3.2 Spatial distribution of annual rainfall and associated models’ biases  

Rainfall over the country is unevenly distributed with high amount recorded along the shores of 

Lake Victoria which exceeds 1800 mm/year, and along the coastline. These anomalous wet 

conditions in those regions are caused by enormous convective activities. Enhanced rainfall is 

also observed around Mt. Kenya and Mt. Elgon regions due to orographic effects (Fig. 4a). The 

Northern parts and northeastern parts receive below 800 mm/year and are delineated as Arid and 

Semi-Arid Lands (ASALs). Elaborated details about the mechanism behind the observed rainfall 

pattern (see Ayugi et al., 2018b; Camberlin, 2018; Mumo et al., 2019). 

The ability of the CMIP5 models to capture the observed spatial pattern varies 

considerably from one station to the other on the bases of sign and magnitude (Fig. 4b - m). The 

models portray systematic relative dry bias along the shores of Lake Victoria and Mount Kenya. 

Similar results of dry conditions over Lake Victoria have been recorded (Jury, 2015; Ongoma et 

al., 2018; Kisembe et al., 2019). This dry bias can be linked with strong convective activity over 

the Lake basin and along the Indian Ocean. All the models show wet conditions over peculiar 

zone in the northwest region (Lodwar station) except GISS-E2-R. Similarly, all the models 

underestimate relief rainfall around Kenyan highlands i.e Mt. Elgon and Mt. Kenya regions. This 

can be linked to orographic effects which has been identified also in CORDEX models in 

simulating mean rainfall over south Africa (Favre et al., 2016). At an annual average, the wettest 

model is GISS-E2-R with a wet bias of 23.9 % and shows the most humid conditions over the 

northeastern parts of the country. Contrary, on average, the driest model is IPSL-CM5A-MR (- 

62.9 %) and depicts dry conditions in most parts of the country. It is worth noting that, the 

models exhibit huge biases in areas that are climatologically dry (wet) by showing they are wet 

(dry). This has been attributed to the facts that, in the tropospheric column of GCMs, there is 

larger warming in areas that experience descending motions according to climatology while the 

areas with high convective activities (updrafts) climatologically has lower warming under both 

greenhouse gas forcing and uniform sea surface temperature (SST) experiments (Ma et al., 2012) 

 Conclusively, the CMIP5 models evaluated underestimated annual rainfall (9/12) over 

Kenya (Table 2). The remaining three models which show wet biases are in this order; GISS-E2-

R, BCC-CSM1.1-M, and FGOALS-g2. Their wet biases range from 2.2% - 23.9% coupled with 

normalized RMSE of 0.2 and 0.3 mm/year, respectively (Table 2). The errors in CMIP5 models 
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in simulating the observed rainfall have been associated with convective parameterization 

schemes (Hohenegger et al., 2008). These schemes are designed to show the average effect of 

convection on a model grid which is passed to the grid-scale as an increase of momentum, 

temperature, and moisture (Kendon et al., 2012).  According to Hohenegger et al., (2008), these 

convective schemes were developed for tropics and coarse resolution models hence not suitable 

for extratropic regions and high-resolution models. This calls for the modeling groups to 

reparametrize the convective schemes well to deal with uncertain convective activity in the 

atmospheric column, which leads to unrealistic results in the models. 

Fig. 4. Spatial distribution of mean annual rainfall based on station data (a), and relative bias of 

CMIP5 models in relation to station data. The models are as follows; BCC-CSM1.1-M (b), 

CanESM2 (c), CSIRO-MK3-6-0 (d), EC-EARTH (e), FGOALS-g2 (f), GFDL-ESM2G (g), 

GISS-E2-R (h), HADGEM2-AO (i), IPSL-CM5A-MR (j), MIROC-ESM-CHEM (k), MPI-ESM-

MR (l), MRI-CGCM3 (m), and MME model (n). 

CMIP5 models do not show satisfactory skills in estimating the interannual variability of 

annual rainfall over Kenya as seen by low values of KGE` and insignificant correlation 

coefficient (α ≤ 0.1) (Table 2). Mann-Kendall trend test show that, observed annual rainfall was 

decreasing at a rate of - 0.04 mm/year but (9/12) CMIP5 models show an increasing trend with 

only (GFDL-ESM2G, GISS-E2-R, and MRI-CGCM3) simulating the observed negative trend 

correctly. To summarize different facets of the models, Taylor diagram show that, there is little 

consensus among the models in reproducing the interannual variability, spatial pattern and 

amplitude of the observed annual rainfall (Fig. 5). Almost all the models can reproduce the 

correct amplitude despite exhibiting low spatial variability (low standard deviation than the 

observation) except CanESM2, which has high variability than the observation.  

Table 2. Annual statistics for CMIP5 models and observation.  

Fig. 5. Taylor diagram showing performance of CMIP5 models against station data at annual 

scale. The alphabetical letters represent the models; A - BCC-CSM1.1-M, B - CanESM2, C- 
CSIRO-MK3-6-0, D - EC-EARTH, E - FGOALS-g2, F- GFDL-ESM2G, G - GISS-E2-R, H- 

HADGEM2-AO, I - IPSL-CM5A-MR, J- MIROC-ESM-CHEM, K- MPI-ESM-MR, L- MRI-

CGCM3, and M- MME model.  
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3.3 Interannual variability of MAM seasonal rainfall 

Understanding interannual variability of the seasonal rainfall is crucial since the occurrence of 

catastrophically extreme events (droughts/floods) over the region are strongly linked with 

coupled ocean-atmospheric features. The mechanisms which control the magnitude of rainfall 

predominantly underlies on the drivers of interannual variability which include ENSO, IOD, 

Madden Julian Oscillation (MJO), Quesi-biennial Oscillation (QBO) (Indeje et al., 2000; 

Manatsa et al., 2014; Ogwang et al., 2015). In this regard, Person correlation was used to 

evaluation CMIP5 models’ skill to simulate temporal dynamics of seasonal rainfall over Kenya. 

During MAM (Fig. 6), results show that, BCC-CSM1.1-M, MPI-ESM-MR, and IPSL-CM5A-

MR, depicted good model agreement with reference data as portrayed by positive correlation in 

most parts of the country. These models show similar dynamics of simulating MAM seasonal 

rainfall i.e southwest to northeast positive slant pattern while the coastal area is dominated by 

negative correlation. This can be attributed to the incompetence of the models to simulate 

convective activities along the coast and lake basin regions. The CSIRO-Mk3-6-0, FGOALS-g2, 

GISS-E2-R, HADGEM-AO, GFDL-ESM2G, MIROC-ESM-CHEM, MRI-CGCM3 and MME 

portray a low level of agreement in most parts of the country as depicted by negative correlation 

values and unrealistic rainfall pattern. It is worth noting that, most of the models evaluated depict 

insufficient skill in simulating the dynamics which govern rainfall formation along the coastal 

region except CanESM2 and EC-EARTH. Moreover, 9/12 of the models have KGE` values less 

than zero, and the ensemble model is the worst with a KGE` value of - 0.5. This is attributed to a 

distinct teleconnection pattern impacts in each month during this season, as reported by 

Nicholson (2017). 

Fig. 6. Spatial distribution of temporal agreement between observed MAM rains and CMIP5 

models from 1979-2005 over Kenya. 

Additionally, all models underestimated MAM seasonal rainfall with dry bias ranging 

from -1.1% in BCC-CSM1.1-M to -68% in GFDL-ESM2G (Table 3). The linear trend and the 

magnitude of the slope were assessed using Mann Kendall test and Sens slope estimators, 

respectively. The results show that observed MAM seasonal rainfall was decreasing at a rate of -

0.2 mm/year, but unfortunately, only 2/12 models (CanESM2 and GISS-E2-R) simulated the 
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correct sign of the trend but underestimating its magnitude. The poor performance of the CMIP5 

models to simulate the correct rainfall trend, especially during the primary rainy season threatens 

people livelihood. Despite the facts that, the causes of rainfall trend are outside the scope of this 

recent work, multidecadal variability of SST anomaly extending from the Indian Ocean to the 

Pacific Ocean are the leading causes (Bahaga et al., 2019) 

Table 3. MAM seasonal rainfall statistics for CMIP5 models and observation. The values in bold 
depicts significant correlation values at α ≤ 0.1. 

Taylor diagram of MAM seasonal rainfall in relation to the observation shows that most 

of the models’ temporal patterns are different from the observation, including even the ensemble 

model. This is supported by an insignificant correlation for most of the models coupled with big 

RMSE. There is no consistency among models in reproducing the observed rainfall pattern since 

the models are spread apart, and far from the reference data (Fig. 7). With the exception of 

CanESM2 and CSIRO-Mk3-6-0, all the other models could reproduce the amplitude of the 

observed rainfall but with low spatial variability. This presents the inability of the models to 

simulate skillfully the mechanism that governs interannual variability of this seasonal rainfall. 

Similar large model divergence and inability of CMIP5 rainfall to capture interannual variability 

has been reported in different parts of the globe (Ongoma et al., 2018; Raghavan et al., 2018) 

 

3.4 Interannual variability of OND seasonal rainfall 

The impact of climate change is bound to increase the frequency and intensity of extreme ENSO 

signal (Cai et al., 2014). This signal is associated with anomalously wet(dry) rainfall episode 

during OND than in MAM (Bahaga et al., 2015; Endris et al., 2016; Kisembe et al., 2018), hence 

the need to understand the interannual variability during this season. During OND, the ability of 

the models to simulate the interannual variability of the observed patterns differed from one 

model to another. Most of the models during OND were overestimating rainfall (8/12) in 

addition to the MME model. The wet bias ranged from 5.3% in IPSL-CM5A-MR to 67.7% in 

MIROC-ESM-CHEM (Table 4). Despite the models exhibiting wet bias, the models depicted 

reasonable skills in capturing the long-term variability of the in-situ rainfall i.e (7/12) (Fig.8). 

The FGOALS-g2, GISS-E2-R, IPSL-CM5A-MR, MPI-ESM-MR, and MRI-CGCM3 models are 

incompetent in capturing long-term dynamics of OND seasonal rainfall (Fig.8). Overall, all the 

Fig. 7. Fig. caption same as Fig. 5, but during MAM rainy season. 
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models’ pattern correlation is insignificant except MIROC-ESM-CHEM (r = 0.4) according to a 

two-sided t-test (Table 4). 

Fig. 8. Spatial distribution of temporal agreement between observed OND rains and CMIP5 

models from 1979-2005 over Kenya. 

There is considerable models’ consensus on right skewness of data that is similar to the 

observations and it implies occurrence of wet conditions. In addition, Taylor diagram (Fig. 9), 

shows that most of the models can simulate the right amplitude irrespective of having low spatial 

variability except CanESM2 and MRI-CGCM3. MK results elucidate that, observed rainfall was 

increasing at a rate of 0.1 mm/year (Table 4). This elevating trend has been associated with 

increasing intensity of ENSO signals and positive IOD (Shongwe et al., 2011). Interestingly, 

10/12 models except GFDL-ESM2G and HADGEM-AO simulated the correct sign of the trend, 

though the majority overestimated the magnitude. Particularly, CanESM2 highly overestimated 

the observed magnitude (6.5 mm/year) (Table 4).  

Notably, if one had to rank the model based on the level of temporal agreement, MIROC-

ESM-CHEM could be termed as the best model as portrayed by dominant positive correlation 

throughout the country and the model rationally showing OND seasonal distributed with high 

concentration at the central regions and lower eastern parts (Ayugi et al., 2016; Mumo et al., 

2019). The HADGEM2-AO showed rational skill in capturing the temporal dynamics of the in-

situ data but failed to capture the seasonal distribution of OND rainfall. The poorest model in this 

category is IPSL-CM5A-MR as shown by dominance of negative correlation (Table 4) and 

contrary to OND rainfall distribution (Fig.8). 

Fig. 9. Fig. caption same as Fig. 5, but during OND rainy season. 

Remarkably, CMIP5 models performed better in OND than in MAM rainy season. 

Similar findings have been recorded (Ongoma et al., 2018; Kisembe et al., 2019) using reanalysis 

data. These differences in performance can be explained by the mechanisms modulating seasonal 

rainfall over the region. During MAM, rainfall is mainly controlled by local and mesoscale 

factors rather than large-scale factors (Camberlin and Philippon, 2002), which are not well 

captured by the GCMs. Amid OND season, significant large-scale features play a key role in 

rainfall distribution and are mimicked well by the GCMs hence the better performance of the 
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models during that season. This implies that, CMIP5 models are more reliable in projecting 

future changes in OND than MAM rainy season as depicted by their reasonable skills in 

capturing the historical patterns. These findings are congruent with previous studies over the 

extended EA (Hastenrath et al., 1993; Black et al., 2003) 

Table 4. OND seasonal rainfall statistics for the CMIP5 models and in situ data. The values in 

bold show significant correlation values at α ≤ 0.1. 

3.5 Statistical links between rainfall and teleconnection patterns 

It was paramount to evaluate the skills of the models in relation to the known teleconnection. 

This is because GCMs have been attributed to capture well large-scale climate phenomena more 

reliably than local processes. For future climate projection, its crucial for a GCM to capture 

regional variability associated with major climate features than how it simulates the exact mean 

rainfall amount or seasonal timing of rainfall at the location of interest (Bhattacharjee and 

Zaitchik, 2015). According to Wilby et al. (2002) GCMs that are able to associate local 

variability with large scale climate systems drivers can be reliably used to 

dynamically/statistically downscale rainfall in the region of interest. In Kenya and EA region at 

large, SST anomalies over the Indian Ocean (IOD) according to Yamagata et al. (2004) and 

ENSO as reported by Nicholson (2017) are strongly associated with interannual variability of 

rainfall over EA region. To assess the statistical relationship between observed ENSO or IOD 

indices with in situ data and simulated rainfall, Spearman rank correlation was performed at 

seasonal, and annual scale. Results show that observed OND and annual rainfall exhibit 

significant positive correlation at 95% confidence level with ENSO and IOD indices. The 

relationship of these indices with observed MAM rains is very weak with an insignificant 

negative (positive) correlation with ENSO (IOD) index (r = - 0.04 (0.05)). This implies that the 

two teleconnection patterns are dominant during OND than MAM rainy season. It is worth 

noting that IOD has a major influence on OND interannual variability (r = 0.77) than ENSO link 

(r = 0.5). This signifies that anomalously wet (dry) conditions during OND are associated with 

positive (negative) IOD signals. These findings are consistent with previous studies over the 

region (Clark et al., 2003; Endris et al., 2013; Bahaga et al., 2015; Endris et al., 2016; Kisembe et 

al., 2018). 
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 The models’ performance with the ENSO index at both seasonal and annual scale is poor 

since no model showed a significant relationship with the index. Furthermore, During MAM 

(OND), only 7 (9) models, including the MME model captured the signature of the ENSO event 

(Table 5). While at an annual scale, 8 models simulated the sign, but no significant relationship 

was shown. Nevertheless, if one had to rank the GCMs based on their capability to simulate 

ENSO index association with rainfall; during MAM season, GFDL-ESM2G model leads, while 

in OND and at annual scale FGOALS-g2 outperforms all other models including the MME 

model. The models’ ability to reproduce the relationship between the IOD index and simulated 

MAM rainfall was good since 10 models, including the MME model reproduced the sign of the 

correlation coefficient during MAM. Notably, 3 models showed significant correlation at α ≤ 0.1 

(CSIRO-Mk3-6-0, r = 0.43, MME, r = 0.4 and, EC-EARTH, r = 0.36) during MAM.  CSIRO-

Mk3-6-0 is the best model in capturing the IOD links with MAM seasonal rainfall and has been 

identified also by Yang et al., (2014) over EA. During OND, 9 models including the MME 

simulated correctly the sign of the statistical relation between the simulated OND rains and IOD 

signal with MIROC-ESM-CHEM outpacing all with r = 0.34 (Table 5). Amid annual scale, most 

of the models (10) inclusive of the MME replicated the sign of the statistical relationship with 

IOD except HADGEM2-AO and IPSL-CM5A-MR, which had a significant negative correlation. 

This can be associated with the anomalously dry bias of the models in simulating annual rainfall 

over most parts of the country (see Fig. 4). Conclusively, historical CMIP5 models poorly 

captures the statistical relationship with the known teleconnection patterns. 

Table 5. Statistical links between observed rainfall, and CMIP5 rainfall simulations with ENSO/ 
IOD indices. The values in bold show significant correlation values α ≤ 0.1. 

3.6 Ranking of Models 

To determine the model which had a reasonable level of agreement with the observation, ranking 

of the models using skill score was inevitable. Ranking of the models is of great importance in 

model selection. Model selection is crucial for weather prediction purpose as some models have 

proved to perform better than MME model. Skill score results show that different models 

performed differently at different time scale (Fig. 10). During MAM season, the best models are 

in this order; CanESM2, GISS-E2-R, and MPI-ESM-MR, and the least performing model is 

FGOALS-g2. The best performing models in OND season are as follows; MPI-ESM-MR, 

CSIRO-MK3-6-0, and EC-EARTH, while IPSL-CM5A-MR and the MME model are the 
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poorest. At annual scale, the models can be ranked as; MPI-ESM-MR, CSIRO-MK3-6-0, and 

EC-EARTH while the poorest model in this category is IPSL-CM5A-MR and MME model. This 

is a clear indication that model performance is not consistent at different time scale. Based on 

that, the final ranking was done by averaging each model performance within the 3-time scale 

considered (See Fig. 10, Mean-SS). Overall, the models are arranged from the top to the least as 

follows; MPI-ESM-MR, CSIRO-MK3-6-0, GISS-E2-R, MRI-CGCM3, EC-EARTH, MIROC-

ESM-CHEM, FGOALS-g2, BCC-CSM1.1-M, HADGEM-AO, CanESM2, GFDL-ESM2G, 

IPSL-CM5A-MR, and MME model. The MME model was the least performing model hence all 

the individual models outperformed it. This concurs with IPCC (2007) report that rainfall errors 

are typically large at the equatorial belt, hence making some models to outperform the MME 

model. Conclusively, CMIP5 models’ performance in comparison with the in-situ data is big, i.e. 

overestimating or underestimating. The complex topography of the study region, the influence of 

teleconnection patterns which are difficult to represent in a coupled ocean-atmosphere modeling 

system and progression of circulation patterns during monsoonal transition presents great 

challenges to modelers (Hastenrath 1985) hence poor model performance in the region.   

Fig. 10. Skill score of CMIP5 models during MAM, OND, and annual rainfall. Mean skill 

(Mean-SS) is in yellow color. The alphabetical letters represent the models; A- BCC-CSM1.1-M, 

B- CanESM2, C- CSIRO-Mk3-6-0, D- EC-EARTH, E- FGOALS-g2, F- GFDL-ESM2G, G- 

GISS-E2-R, H- HADGEM2-AO, I- IPSL-CM5A-MR, J- MIROC-ESM-CHEM, K- MPI-ESM-

MR, L-MRI-CGCM3, and M- MME model.  

4.0 Conclusion and Recommendation 

This study evaluated the performance of twelve CMIP5 historical rainfall simulation in 

reproducing the observed rainfall and teleconnection links over Kenya from 1979 - 2005 using 

different metrics. The results reveal that, different statistical metrics lead to a different ranking of 

the models and the performance of an individual model is not consistent at different time scale. 

CMIP5 historical models show satisfactory skills in simulating the mean annual cycle as 

compared to interannual variability. However, all the models underestimated MAM seasonal 

rainfall with majority overestimating OND season. CMIP5 models show reasonable skills in 

replicating the mean rainfall statistics, trend and magnitude in OND than MAM and annual 

rainfall. There is huge modal divergence in simulating historical MAM than any other time scale 
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considered. Further analysis shows that Indian Ocean Dipole (IOD) and El Niño southern 

oscillation (ENSO) exhibits significance influence on observed OND than MAM rains. A 

significant statistical link is also seen between observed annual rainfall with IOD index.  

The models’ performance in replicating the statistical links between teleconnection 

patterns and simulated rainfall is poor. Most models showed rational skill in replicating the IOD 

than ENSO links with simulated rainfall, but the relationship is weakest in MAM than OND and 

annual rains. Overall, CMIP5 models show unsatisfactory skills in replicating the mean statistics 

and the teleconnection links. Regardless of that, to capture the long-term internal climate 

dynamics, we combined both model’s skill to replicate mean rainfall statistics and 

teleconnections links and ranked the models. According to skill score test, the models from top 

to the bottom can be listed as; MPI-ESM-MR, CSIRO-MK3-6-0, GISS-E2-R, MRI-CGCM3, 

EC-EARTH, MIROC-ESM-CHEM, FGOALS-g2, BCC-CSM1.1-M, HADGEM-AO, 

CanESM2, GFDL-ESM2G, IPSL-CM5A-MR, and MME model. Due to the evidenced 

inconsistency and inherent biases of CMIP5 historical simulation in reproducing observed 

rainfall over Kenya, model ranking should be approached with caution and the aim of model 

selection should be identified first. We recommend utilization of bias correction methods when 

using the rainfall models for impact studies and future projection due to the diagnostic nature of 

rainfall.  Future detailed studies are warranted over EA region and Africa as a continent. 

Improvement of model parameterization schemes in the next phase of CMIP is prudent over the 

tropics since CMIP3/5 models have been reported to misrepresent the seasonal rainfall over 

vulnerable regions which can catastrophically impact the susceptible economy. 
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Fig. 1. Mean annual rainfall cycle comparison between CMIP5 models, MME model in thick 
black color, GPCC in thick red color, and station data (thick blue color). 
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Fig. 2. Hovmöller diagram depicting the monthly average rainfall along latitude (50 S - 50 N) in 

each month. J - D denotes January - December respectively. 
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Fig. 3. Zonal average rainfall of CMIP5 models in comparison with the OBS (station data). The 

alphabetical letters represent the models; A- BCC-CSM1.1-M, B- CanESM2, C- CSIRO-Mk3-6-
0, D- EC-EARTH, E- FGOALS-g2, F- GFDL-ESM2G, G - GISS-E2-R, H - HADGEM2-AO, I- 
IPSL-CM5A-MR, J - MIROC-ESM-CHEM, K- MPI-ESM-MR, L-MRI-CGCM3, and M- MME 

model.  
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Fig. 4. Spatial distribution of mean annual rainfall based on station data (a), and Relative bias of 
CMIP5 models in relation to station data. The models are as follows; BCC-CSM-1.1-M(b), 

CanESM2 (c), CSIRO-Mk3-6-0 (d), EC-EARTH (e), FGOALS-g2 (f), GFDL-ESM2G (g), 
GISS-E2-R (h), HADGEM2-AO (i), IPSL-CM5A-MR (j), MIROC-ESM-CHEM (k), MPI-ESM-

MR (l), MRI-CGCM3 (m), and MME model (n).  
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Fig. 5. Taylor diagram showing performance of CMIP5 models against station data at annual 
scale. The alphabetical letters represent the models; A- BCC-CSM1.1-M, B - CanESM2, C- 

CSIRO-Mk3-6-0, D - EC-EARTH, E- FGOALS-g2, F- GFDL-ESM2G, G - GISS-E2-R, H- 

HADGEM2-AO, I - IPSL-CM5A-MR, J- MIROC-ESM-CHEM, K- MPI-ESM-MR, L- MRI-
CGCM3, and M - MME model.  
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Fig. 6. Spatial distribution of temporal agreement between observed MAM rains and CMIP5 

models at each station from 1979-2005 over Kenya. 

  

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



 

 

  

 

Fig.7. Fig. caption same as Fig. 5, but during MAM rainy season. 
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Fig. 8. Spatial distribution of temporal agreement between observed OND rains and CMIP5 

models at each station from 1979-2005 over Kenya. 
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Fig. 9. Fig. caption same as Fig. 5, but during OND rainy season. 
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Fig. 10. Skill score of CMIP5 models during MAM, OND, and annual rainfall. Mean skill 

(Mean-SS) is in yellow color. The alphabetical letters represent the models; A - BCC-CSM1.1-

M, B - CanESM2, C- CSIRO-Mk3-6-0, D - EC-EARTH, E- FGOALS-g2, F- GFDL-ESM2G, 

G- GISS-E2-R, H- HADGEM2-AO, I- IPSL-CM5A-MR, J- MIROC-ESM-CHEM, K- MPI-

ESM-MR, L-MRI-CGCM3, and M- MME model.  
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Table 1. The CMIP5 models used, their greenhouse gas composition, and the modeling center 

Model 

Abbreviation 

Resolution Composition Elements Modelling Centre 

BCC-CSM1-1-
M 

2.81250 × 
2.81250 

Nat Ant GHG SD Oz Sl Vl SS Ds 
BC OC 

Beijing Climate Center 
(BCC), China 

Meteorological 
Administration, China 

CanESM2 2.80 × 2.80 GHG, Oz, SA, BC, OC, LU, Sl, 

Vl (GHG includes CO2, CH4, 
N2O, CFC11, effective CFC12) 

Canadian Centre for 

Climate Modeling and 
Analysis (Canada) 

CSIRO-Mk3-6-0 1.8750 × 
1.8750 

Ant, Nat (all forcing) 
  

Australian 
Commonwealth Scientific 

and Industrial Research 
Organization (CSIRO) 
Marine and Atmospheric 

Research 
EC-EARTH 1.1250 × 

1.120 

Nat, Ant EC-Earth (European 

Earth System Model) 
FGOALS-g2 2.81250× 

2.81250 
GHG, Oz, SA, BC, Ds, OC, SS, 
Sl, Vl (GHG includes CO2, CH4, 

N2O, CFC11, effective CFC12. 
Aerosol also includes sulfate 

IAP (Institute of 
Atmospheric Physics, 

Chinese Academy of 
Sciences, Beijing, China) 

and THU (Tsinghua 
University) 

GFDL-ESM2G 2.50 × 2.00 GHG, SD, Oz, LU, Sl, Vl, SS, 

BC, MD, OC (GHG includes 
CO2, CH4, N2O, CFC11, CFC12, 

HCFC22, CFC113 

NOAA GFDL (201 

Forrestal Rd, Princeton, 
NJ, 08540) 

GISS-E2-R 2.50 × 20 GHG, LU, Sl, Vl, BC, OC, SA, 
Oz (also includes orbital change - 

BC on snow - Nitrate aerosols 

NASA/GISS (Goddard 
Institute for Space 

Studies) New York, NY 
HadGEM2-AO 1.250 × 1.90 Nat, Ant, GHG, SA, Oz, LU, Sl, 

Vl, SS, Ds, BC, MD, OC 

NIMR (National Institute 

of Meteorological 
Research, Seoul, South 
Korea) 

IPSL-CM5A-
MR 

2.50 × 
1.2580 

Nat, Ant, GHG, SA, Oz, LU, SS, 
Ds, BC, MD, OC, AA 

IPSL (Institut Pierre 
Simon Laplace, Paris, 

France) 
MIROC-ESM-
CHEM 

2.81250 × 
2.81250 

GHG, SA, Oz, LU, Sl, Vl, MD, 
BC, OC (Ozone is predicted) 

AMSTEC (Japan Agency 
for Marine-Earth Science 

and Technology, 
Kanagawa, Japan), AORI 

(Atmosphere and Ocean 
Research Institute, The 
University of Tokyo, 
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Chiba, Japan), and NIES 
(National Institute for 

Environmental Studies, 
Ibaraki, Japan 

MPI-ESM-MR 1.8750 × 
1.8750 

GHG, Oz, SD, Sl, Vl, LU Max Planck Institute for 
Meteorology 

MRI-CGCM3 1.1250 × 

2.2500 

GHG, SA, Oz, LU, Sl, Vl, BC, 

OC (GHG includes CO2, CH4, 
N2O, CFC-11, CFC-12, and 

HCFC-22) 

MRI (Meteorological 

Research Institute, 
Tsukuba, Japan) 
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Table 2. Annual statistics for CMIP5 models and observation. 

Models µ σ Me
d 

MK SS
E 

Sk
w 

Krt
s 

KGE
` 

Corr %bia
s 

nRMS
E 

VI 

Observation 953 15
3 

928 -
0.04 

-0.9 0.7 0.4 1.0 1.0 0.00 0.0 0.
0 

Ensemble 701 58 692 0.24 2.0 0.6 -

0.5 

-1.6 0.3 -26.5 0.3 5.

1 
Bcc-csm1.1-m 109

7 

14

5 

109

5 

0.28 7.9 0.3 -

0.5 

0.1 0.1 15.1 0.2 0.

0 
CanESM2 833 21

9 
833 0.19 5.8 0.4 -

1.0 
0.2 0.3 -12.6 0.3 0.

5 

Csiro-mk3-6-0 581 13
0 

560 0.29 7.2 0.2 -
1.1 

-0.1 -
0.02 

-39.1 0.5 0.
1 

Ec-earth 678 79 668 0.23 3.4 0.2 -
1.1 

0.1 0.3 -28.9 0.4 2.
0 

Fgoals-g2 974 81 961 0.16 2.1 0.2 -

1.3 

0.1 0.2 2.2 0.2 1.

8 
Gfdl-esm2g 521 80 540 -

0.11 

-0.6 -0.7 -

0.1 

-0.4 -0.2 -45.4 0.5 1.

9 
Giss-e2-r 118

1 
10
1 

117
8 

-
0.04 

-0.6 0.7 0.1 -0.04 0.04 23.9 0.3 0.
7 

Hadgem2-ao 368 69 350 0.15 1.2
6 

0.1 0.0 -0.4 -0.1 -60.4 0.4 3.
1 

Ipsl-cm5a-mr 368 69 350 0.14 1.2

5 

0.1 0.0 -0.4 -0.1 -62.9 0.6 3.

1 
Miroc-esm-

chem 

594 10

6 

583 0.24 4.9 0.2 -

1.0 

0.1 0.3 -37.6 0.3 0.

6 
Mpi-esm-mr 526 12

8 
499 -

0.03 
-
0.0

3 

-0.1 -
1.4 

0.00
1 

0.0 -9.1 0.3 0.
0 

Mri-cgcm3 867 14

5 

833 0.06 2.5

1 

0.0 -

1.1 

-0.1 0.0 -44.9 0.5 0.

1 
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Table 3. MAM seasonal rainfall statistics for CMIP5 models and observation. The values in bold 
depicts significant correlation values at α ≤ 0.1. 

Models μ σ Med Mk SS

E 

Sk

w 

Krt

s 

KGE

` 

Corr %bia

s 

nRMS

E 

VI 

Observation 39
0 

80.
3 

394.
2 

-
0.17 

-
2.4 

-
0.4 

-
0.3 

1.0 1.0 0.0 0.0            0.0 

Ensemble 18
4 

15.
5 

182.
1 

0.27 0.6
7 

0.5 -
0.4 

-0.5 -
0.08 

-52.7 0.6 25 

Bcc-csm1.1-m 38
5 

67.
7 

384.
5 

0.24 2.8 0.5 -
0.1 

0.2 0.2 -1.1 0.2 0.1
2 

CanESM2 23

5 

90.

1 

207.

5 

-

0.09 

-

0.5 

0.6 -

0.8 

-0.2 -0.1 -39.1 0.6 0.0

5 
Csiro-mk3-6-0 26

9 

93.

2 

279.

7 

0.19 2.0 0.1 -

0.6 

-0.2 -0.1 -31.0 0.6 0.0

9 
Ec-earth 20

3 
43.
8 

203.
4 

0.12 0.8 0.2 0.0 -0.2 0.00
1 

-47.8 0.6 1.6
6 

Fgoals-g2 28
2 

33.
0 

284.
3 

0.05 0.4 -
0.4 

0.2 -0.2 0.00
1 

-27.5 0.3 4.3
2 

Gfdl-esm2g 12
4 

46.
3 

122.
6 

0.15 0.2 0.3 -
0.6 

-0.4 -0.2 -68.0 0.7 1.3
4 

Giss-er-2 34

2 

56.

0 

333.

2 

-

0.13 

-

1.4 

0.3 -

0.2 

-0.4 -0.4 -12.2 0.3 0.5

4 
Hadgem2-ao 17

2 

53.

9 

163.

5 

0.11 0.9

3 

0.6 -

0.2 

-0.3 -0.2 -55.7 0.7 0.6

7 
Ipsl-cm5a-mr 13

5 
47.
4 

124.
8 

0.1 0.2 1.3 1.7 0.03 0.4 -65.1 0.7 1.2
2 

Miroc-esm-
chem 

13
9 

44.
0 

134.
8 

0.21 2.6
4 

0.6 -
0.3 

-0.2 0.1 -64.1 0.6 1.6
3 

Mpi-esm-mr 17
1 

69.
9 

166.
8 

0.04 0.6 0.5 0.3 0.1 0.3 -56.1 0.7 0.0
8 

Mri-cgcm3 17

8 

68.

6 

169.

5 

0.16 2.1

4 

0.3 -

0.7 

-0.1 0.1 -54.3 0.7 0.1

0 
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Table 4. OND seasonal rainfall statistics for the models and observation. The values in bold 
signifies significant correlation values at α ≤ 0.1. 

Models μ    σ Me

d 

MK SS Sk

w 

Krt

s 

KG

E 

Corr %bia

s 

nRMS

E 

VI 

Observation 26
8 

12
0 

241 0.06 0.9
5 

2.1 5.5 1.0 1.0    

Ensemble 31
5 

26 306 0.35 1.7 0.3 -0.9 -0.1 0.2 38.8 0.4 19.
3 

Bcc-csm1.1-
m 

40
4 

67 401 0.29 2.8 -0.1 -0.8 0.0 0.2 50.7 0.6 1.5 

CanESM2 38

3 

15

4 

352 0.29 6.5 0.5 -1.1 0.1 0.2 42.9 0.5 0.3 

Csiro-mk3-6-

0 

22

6 

81 227 0.32 1.0 0.3 -0.3 0.1 0.2 -15.7 0.5 0.6 

Ec-earth 28
0 

53 278 0.11 1.5 0.2 -0.4 -
0.03 

0.1 4.7 0.5 3.2 

Fgoals-g2 37
2 

53 367 0.13 1.5 0.6 -0.5 -0.3 -0.1 10.5 0.6 3.4 

Gfdl-esm2g 29
6 

49 296 -
0.23 

-1.8 -0.2 -0.6 0.0 0.2 48.1 0.5 4.2 

Giss-er-2 39

7 

51 390 0.13 1.2 0.5 -0.7 -0.3 -

0.03 

23.3 0.6 3.8 

Hadgem2-ao 33
0 

73 327 -
0.16 

-2.2 0.3 -0.9 0.2 0.3 -52.9 0.4 1.1 

Ipsl-cm5a-mr 12
6 

30 122 0.09 0.6 0.4 0.3 -0.7 -0.5 5.3 0.7 13.
9 

Miroc-esm-
mr 

28
2 

76 281 0.23 3.0 0.2 -0.8 0.3 0.4 67.7 0.4 0.9 

Mpi-esm-mr 23

4 

96 212 -

0.01 

1.1 0.8 -0.6 -0.2 -0.2 -12.7 0.6 0.2 

Mri-cgcm3 44

9 

15

0 

417 0.14 2.2 1.2 1.2 -0.4 -0.2 -1.1 0.8 0.2 
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Table 5. Statistical links between observed rainfall, and CMIP5 models with ENSO/IOD indices. 
The values in bold show significant correlation values α ≤ 0.1. 

 ENSO   IOD   

Models MAM OND Annual MAM OND Annual 

Observation -0.04 0.5 0.3 0.05 0.77 0.48 

Ensemble -0.06 0.2 0.15 0.4 0.16 0.31 

Bcc-csm1.1-m -0.06 0.02 -0.07 0.27 0.22 0.3 

CanESM2 -0.05 0.13 0.2 0.21 0.19 0.3 

Csiro-mk3-6-0 -0.02 -0.09 -0.11 0.43 0.09 0.22 

Ec-earth 0.2 -0.2 0.11 0.36 0.06 0.28 

Fgoals-g2 0.02 0.25 0.21 -0.18 0.03 -0.14 

Gfdl-esm2g 0.29 0.04 0.14 0.02 -0.01 -0.14 

Giss-e2-r 0.16 -0.02 0.08 0.16 0.11 0.24 

Hadgem2-ao -0.22 0.13 -0.21 -0.04 0.1 -0.35 

Ipsl-cm5a-mr 0.02 -0.23 -0.21 0.14 -0.32 -0.35 

Miroc-esm-mr -0.31 0.22 0.07 0.27 0.34 0.27 

Mpi-esm-mr 0.1 0.15 0.08 -0.12 -0.15 0.01 

Mri-cgcm3 -0.23 0.01 -0.13 0.02 -0.02 0.1 
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Highlights 

 Various ranking metrics on CMIP5 models leads to different types of models’ 

selection. 

 Models performance differ from one locale to another and even within different 

climate variables. 

 Evaluation of CMIP5 models should be improved to identification of links with 

teleconnection patterns rather than concentrating on reproducing mean rainfall 

statistics only. 

 Failure of a model should be based on the intended use of the models. 

 Caution should be exercised when using CMIP5 models’ projection over Kenya.  
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