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Abstract 

ENSO prediction is one of the most debated and challenging tasks, whilst its real-time 

operational prediction skill still has room for improvement. In this study, spatial-temporal 

projection model is applied to predict Niño3.4 index at lead time of one to six months. By 

regressing variable fields onto Niño3.4 index month by month, physical-based predictability 

sources, i.e., the mixed-layer oceanic temperature, sea surface temperature, thermocline depth, and 

accumulated westerly-wind-events index over the specific regions are detected as the predictors. 

Based on the temporal evolution of coupled modes of predictors and Niño3.4 index, the Niño3.4 

index from JAS (July, August and September) to DJF (December, January and February) can be 

predicted once a year. 

The model could nicely reproduce the evolution of Niño3.4 index from JAS to DJF. It also 

achieved high prediction skills for the year-to-year DJF Niño3.4 index, with a root-mean-square 

error of 0.46 in the training period (1950–2000) and 0.52 in the independent-forecast period 

(2001–2016). Further investigation shows that the forecast is more reliable when the forecasted 

ENSO amplitude is much larger. 
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1. Introduction 

Given that El Niño–Southern Oscillation (ENSO) has enormous impacts on global 

climate/weather through inducing various atmospheric teleconnections, such as Pacific North 

America pattern (Wallace and Gutzler, 1981; Horel and Wallace, 1981; Hoskins and Karoly, 

1981), Pacific East Asia teleconnection (Wang et al., 2000; Wang et al., 2017), Pacific Japan 

pattern (Molinari and Vollaro, 2017; Srinivas et al., 2018), Asia North America pattern (Zhu and 

Li, 2016; 2018a) and North Atlantic Oscillation (Chen et al., 2015; Cai et al., 2018; Park and Li, 

2018), how to accurately predict ENSO has long been a hot topic in the climatology/hydrology 

community. Although numerous theories have been proposed to explain ENSO dynamics (Cane 

and Zebiak, 1985; Suarez, 1988; Battisti and Hirst, 1989; Neelin et al., 1990; Jin, 1997; Li, 1997; 

Weisberg and Wang, 1997; Picaut et al., 1997), the ENSO diversity in terms of the spatial pattern 

(Yu and Kim, 2011; Dommenget et al., 2013), the evolution (Kessler, 2002; Larkin and Harrison, 

2002; McPhaden and Zhang, 2009; Kim et al., 2011; Chen et al., 2016), and the intensity (Burgers 

and Stephenson, 1999; Jin et al., 2003; An and Jin, 2004; Su et al., 2010) bring a big challenge to 

the success of the operational ENSO forecasting. 

Both dynamical models and statistical models are avenues to unravel the dilemma of ENSO 

prediction. By assimilating subsurface information into oceanic general circulation model, the 

coupled general circulation models, such as Scale Interaction Experiment—Frontier Research 

Center for Global Change coupled model (Luo et al., 2005; 2007) and the European Centre for 

Medium-Range Weather Forecasts system 5 (Johnson et al., 2019), have improved the forecast 

skills of Niño3.4 index greatly. Besides, the statistical methods, such as linearized intermediate 

coupled ENSO model (Morss and Battisti, 2004), nonlinear dimensionality reduction method 

(Lima et al., 2009), convolutional neural network method (CNN, Ham et al., 2019) and machine 

learning algorithms (Pal et al., 2020), also use subsurface signals as predictors to predict ENSO 

events 17 months in advance.  

Geert et al. (2005) pointed out that the dynamical models are better at predicting the onset of 

ENSO while the statistical models show encouraging skills at predicting the evolution of ENSO. 

Barnston et al. (2012) presented that the ensemble of the dynamical models slightly outperforms 

that of statistical models for the better performance during spring predictability barrier. Though 
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the performance of dynamical models is often comparable or even better than the statistical 

models, the statistical models are still the complementary tools. For instance, most of the 

dynamical models failed to predict the 2015/16 El Niño (see Fig. S1 of the supplemental material). 

Moreover, while the statistical model is simple and cheap, its predictive skill is often comparable 

to that of complicated and expensive dynamical models. 

In recent years, different kinds of statistical models, the spatial-temporal projection models 

(STPM), were proposed for extended-range forecasts of the atmospheric low-frequency evolution 

(i.e., the intraseasonal oscillation), with several models having been operationally applied with 

encouraging skills (Zhu et al., 2015; Zhu and Li, 2017; 2018b). By obtaining significant 

predictor-predictand coupled modes through cross-validation during the training period, the 

predictand can be predicted by the predictand modes and the corresponding time series, which is 

reconstructed by projecting the predictors onto the predictor modes (see section 2.2 for details). 

Since that STPM have the specialty in capturing the evolution of the climate variability, can the 

newly developed STPM be applied in predicting ENSO? It may be a good attempt to construct a 

STPM for predicting ENSO evolution based on reliable predictors.  

Previous studies have identified numerous ENSO predictors, such as sea surface temperature 

(SST, Wang et al., 2012; Zhu et al., 2016), sea level height (Zhu, 2018), thermocline depth (Lima 

et al., 2009), and warm water volume (Monetti et al., 2002; McPhaden, 2003; Chen et al., 2017; 

Neske and McGregor, 2018) over the specific basins. Specifically, it has been known that models 

with the information of the ocean subsurface thermal condition could produce better skills at 

longer time lead in ENSO prediction (Lima et al., 2009). Besides, atmospheric signals, such as 

westerly wind bursts, are another key precursor (Tangang et al., 1997; Chen et al., 1997; Ineson et 

al., 2018) for ENSO development. 

Thus, based on the existing knowledge on precursors of ENSO and the specialty of the STPM, 

in the present paper, we intend to construct STPM to predict ENSO evolution using multiple 

predictors. Both atmospheric (wind stress) and oceanic (SST and subsurface ocean data) variables, 

which are beneficial to obtain better predictive skills at longer lead time or favorable to well 

capture the extreme events, are employed as potential predictors to construct the STPM. The 

remainder of the paper is organized as follows. Section 2 describes the data and methods used in 
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the paper. Section 3 introduces the predictors, and section 4 presents the predicted results. 

Conclusion and discussion are given in the final section. 

 

2. Data and methods 

2.1 Data 

Given that the vertical profile of mixed-layer temperature anomaly (MLTA) plays an 

important role in triggering ENSO episodes (McPhaden, 2003; Wang et al., 2004; Chen et al., 

2016; Neske and McGregor, 2018), the present of the SST anomaly (SSTA) is essential to ENSO 

development (Monetti et al., 2002; McPhaden, 2003), the thermocline depth anomaly (D20CA) is 

important during ENSO formation (Su et al., 2010; Chen et al., 2017), and the accumulated 

westerly wind burst events index (AWI) could initiate the ENSO developing (Mcphaden, 1999; 

Chen et al., 2017; Ineson et al., 2018), these four predictability sources (i.e., MLTA, SSTA, 

D20CA, AWI) are selected in the present study.  

The datasets to calculate these predictability sources include: (1) the monthly Extended 

Reconstructed SST analyses, version 5 (ERSST.v5), at a 2° × 2° horizontal resolution (Huang et 

al., 2017); (2) the monthly mixed-layer ocean temperature analyses from Simple Ocean Data 

Assimilation, version 2.2.4 (SODAv2.2.4) (Carton et al., 2000), at a 0.5° × 0.5° horizontal 

resolution and 40 vertical levels and the NCEP Global Ocean Data Assimilation System (GODAS) 

(Saha et al., 2006) at a 1° zonal resolution, 1
3⁄ ° meridional resolution, and 40 vertical levels 

with a 10-m resolution in the upper 105 m; (3) monthly thermocline depth (20°C isotherm depth) 

data from SODAv2.2.4 and GODAS; and (4) NCEP/NCAR reanalysis daily wind stress (Kalnay et 

al., 1996) data at a 1° × 1° horizontal resolution. The daily zonal wind stress is used to calculate 

the AWI. Note that the thermocline depth may be a missing value in some years because the SST 

in the eastern Pacific may get lower than 20°C; however, we have checked that missing values 

only account for less than 5% of the total time period, and the calculation based on the 

thermocline depth already excludes the missing values, so the calculation of thermocline depth are 

reliable. 

All datasets cover the period 1950–2016, except for SODAv2.2.4, which covers 1950–2008, 

while GODAS covers 2009–2016. Because a long-term dataset is needed to construct the model in 
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a training period and to make a verification in an independent forecast period, we therefore 

combine the two datasets (SODAv2.2.4 and GODAS) together. Nevertheless, the predictability 

sources obtained from the two datasets during the overlapping period of 1980–2008 are quite 

consistent, suggesting that it is reasonable to combine these two independent datasets as a whole. 

In addition, the datasets (except SODAv2.2.4) are real-time updated, which could facilitate a 

real-time forecast. The monthly anomalies are calculated by subtracting their climatological mean 

during 1981–2010. All the datasets are first interpolated into a 2° × 2° horizontal resolution via 

bilinear interpolation. 

The Niño3.4 index is defined by the SSTA averaged over (5°S–5°N, 170°–120°W) with a 

three-month running-mean.  

 

2.2 Spatial-temporal projection model 

The running of the spatial-temporal projection model (STPM) follows Zhu et al. (2015), 

which comprised the singular value decomposition (SVD; Bretherton et al., 1992), 

cross-validation, and independent-forecast processes (Fig. 1). 

The first step in the STPM is to perform SVD between the standardized predictand (𝑌) and 

each standardized predictor field (𝑋) in the training period (1950–2000, 51 years in total). This 

extracts the coupled temporally evolving modes of the predictors and predictand. In SVD 

(equations 1 and 2), the time series of predictors (𝑢𝑘) are highly correlated to that of the 

predictand (𝑣𝑘). 

𝑋(𝑡, 𝑖1 × 𝑗1 × 𝑛1) ≈ ∑ 𝑈𝑘(𝑖1 × 𝑗1 × 𝑛1)𝐾
𝑘=1 𝑢𝑘(𝑡)                 (1) 

𝑌(𝑡, 𝑖2 × 𝑗2 × 𝑛2) ≈ ∑ 𝑉𝑘(𝑖2 × 𝑗2 × 𝑛2)𝐾
𝑘=1 𝑣𝑘(𝑡)                 (2) 

where 𝑈𝑘 and 𝑉𝑘 are the kth modes coupled of the predictor and predictand; 𝑖1 (𝑗1) and 𝑖2 (𝑗2) 

are the zonal (meridional) grids for the predictor and predictand fields; 𝑡 represents the temporal 

grids; 𝑛1 (𝑛2) denotes 𝑛1 (𝑛2) months lead (lag) to the time 𝑡 in the training period. 

The cross-validation is carried out after the SVD during the training period. The procedure is 

as follows: Firstly, exclude one year‘s data and perform SVD using the remaining 50 years‘ data 

during the training period. Then, project the excluded one-year predictor and predictand onto the 

SVD modes based on the 50 years data to get the one year of six pair of time series. Next, repeat 

A
cc

ep
te

d 
A

rti
cl

e

This article is protected by copyright. All rights reserved.



  

7 

 

the above two steps 50 times to obtain 51 years of six pairs of time series of the coupled 

predictors-predictand SVD modes. Finally, calculate the correlation coefficients between the six 

pairs of time series and obtain the corresponding significant SVD modes that exceed the 99% 

confidence level. The total number of valid SVD modes is M. 

The independent forecast is produced after cross-validation has been performed. The 

predictors in the forecast period (2001-2016) are projected on the valid SVD spatial modes (𝑈𝑚) 

derived from the cross-validation part to obtain each predictor‘s time series (𝑢𝑚) (see equation 3). 

Then, the predictand‘s time series (𝑣𝑚) is substituted with the predictor‘s (𝑢𝑚) because of the high 

correlation between them, and then by summing the valid spatial modes of the predictand (𝑉𝑚) and 

its corresponding time series (𝑢𝑚), the predictand (𝑌𝑝) in the forecast period is obtained (see 

equation 4).  

𝑢𝑚(𝑡𝑝) = ∑ 𝑋(𝑡𝑝, 𝑖1 × 𝑗1 × 𝑛1) × 𝑈𝑚(𝑖1 × 𝑗1 × 𝑛1)𝑖1×𝑗1×𝑛1
𝑠=1             (3) 

𝑌𝑝(𝑡𝑝, 𝑖2 × 𝑗2 × 𝑛2) ≈ ∑ 𝑉𝑚(𝑖2 × 𝑗2 × 𝑛2)𝑀
𝑚=1 𝑢𝑚(𝑡𝑝)              (4) 

where 𝑡𝑝 is the independent forecast period; 𝑚 and 𝑀 indicate the 𝑚th and total number of 

SVD modes exceeding the significance level of 99% during cross-validation. 

To modify the amplitude of 𝑌𝑝, the ratio between the standard deviation of the observed and 

reconstructed predictand fields by useful modes during 1950-2000 is used to multiply 𝑌𝑝. As 

equation 5 shows, 𝑌𝑝
∗ is the final forecasted predictand. 

𝑌𝑝
∗(𝑡𝑝, 𝑖2 × 𝑗2 × 𝑛2) = 𝑌𝑝(𝑡𝑝, 𝑖2 × 𝑗2 × 𝑛2) ∙ 𝑟𝑎𝑡𝑖𝑜(𝑖2 × 𝑗2 × 𝑛2)         (5) 

The predictors are four variables (MLTA, SSTA, D20CA and AWI) from Feb.(0) to Jul.(0) 

with a one-month interval, and the predictand is Niño3.4 index from JAS(0) to DJF(+1) with a 

one-month interval during each year (the basis for selecting the predictors is shown in detail in the 

next section). Therefore, in each year, the predictor and predictand both have six time points. Here, 

the notation ‗(0)‘ and ‗(+1)‘ means the current year and the following year, respectively. In 

addition, to reduce the systematic bias on the mean state of SST and to retain the SST tendency, 

the final predicted Niño3.4 index 𝑌𝑣𝑎𝑙𝑖𝑑
∗  is modified according to the following equation: 

𝑌𝑣𝑎𝑙𝑖𝑑
∗  = 𝑌𝑝

∗ − (𝑌𝐽𝐴𝑆
∗  − 𝑂𝑏𝑠𝐽𝑢𝑙)                       (6) 

where 𝑌𝑝
∗ is the predicted Niño3.4 index in the independent forecast period, 𝑌𝐽𝐴𝑆

∗  is the predicted 
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JAS(0) Niño3.4 index, 𝑂𝑏𝑠𝐽𝑢𝑙 is the observed Jul.(0) Niño3.4 index. 

To test the fidelity of the STPM, we also select 1950–1990 as the training period and 1991–

2016 as the independent-forecast period to rerun the STPM, the forecast skills are quite consistent 

(see Figs. S2-S6 in the supplementary material). 

 

3. Selection of predictors 

As mentioned in section 2, four predictability sources (i.e., MLTA, SSTA, D20CA, AWI) are 

selected. By regressing predictability sources from Oct.(−1) to Jul.(0) onto JAS(0) (SON(0), 

NDJ(0)) Niño3.4 index month by month, we select the boxes that contain the most useful 

time-varying information of each predictor field. The selected predictors are MLTA (5–105 m, 

120°E–80°W, and averaged over 5°S–5°N), SSTA (5°S–5°N, 160°E–80°W), D20CA (5°S–5°N, 

160°–100°W), and AWI (accumulated based on 5°S–5°N, 120°E–180°). While the details of the 

four predictors are provided in Table 1, the reasons for the selection of these predictors are as 

follows. 

The maximum positive (negative) anomalous temperature in the subsurface contributes to 

positive (negative) temperature advection through mean upwelling by thermocline feedback 

(−�̅�
𝜕𝑇′

𝜕𝑧
), then leading to SST warming in the eastern Pacific (i.e., the evolution of MLTA can be 

highly connected with the SSTA in the eastern and central Pacific). Figure 2 shows MLTA 

regressed on Niño3.4 index averaged in two-month intervals. For example, in the top panel of Fig. 

2, Oct.(−1) represents the average of Oct.(−1) and Nov.(−1) MLTA regressed onto JAS(0) Niño3.4 

index. MLTA is significantly positive over the western Pacific in Oct.(−1), whereas in the central 

and eastern Pacific (CEP) this is the case during Feb.(0) to Jul.(0), meaning the key pattern 

associated with ENSO evolution appears within (5–105 m, 120°E–80°W). Therefore, the MLTA 

(5–105 m, 120°E–80°W, and averaged over 5°S–5°N) is selected as the predictor. 

Figure 3 shows the SSTA pattern regressed on Niño3.4 index averaged in two-month 

intervals. A positive SSTA is significant in the CEP during Feb.(0) to Jul.(0). The CEP SSTA 

pattern is essential to the Niño3.4 index forecast because of the SST persistence. Therefore, we 

select (5°S–5°N, 160°E–80°W) as another predictor.  
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The thermocline depth anomaly has a relationship with ocean currents and plays an important 

role in ENSO evolution. The relationship between the thermocline depth anomaly and ocean 

currents is as follows: 

  𝑢𝑔
′ = −

𝑔′

𝛽

𝜕2ℎ′

𝜕𝑦2 ,                                 (7) 

where 𝑢𝑔
′ is the anomalous geostrophic current, 𝑔′ = 0.026 m s

−𝟏 is the reduced gravity, 𝛽 is 

the planetary vorticity, and ℎ′ is the thermocline depth anomaly. This means that a positive 

(negative) thermocline depth anomaly along the equator will lead to positive (negative) 

geostrophic currents, while the geostrophic currents anomaly determines the ocean zonal current 

anomaly (Su et al., 2010). An anomalous positive (negative) zonal current contributes to warm 

(cold) temperature advection by zonal advection feedback (−𝑢′ 𝜕�̅�

𝜕𝑥
). Figure 4 shows the D20CA 

pattern regressed onto Niño3.4 index averaged every two months. D20CA is moderately 

significant in Dec.(−1) and more significant from Feb.(0) to Jul.(0). It is observed that the varying 

information of D20CA is confined to the region of the (5°S–5°N, 160°–100°W), therefore, the 

D20CA (5°S–5°N, 160°–100°W) is selected as the third predictor. 

Besides, the AWI is selected as the final predictor because the onset of El Niño can be 

determined by the westerly wind burst events (WWE) in the western Pacific. The pulses of 

WWETaux′ (see Table 1 for the definition) match well with the flaring up of ℎ′ over the CEP. 

WWE forcing may play an essential role in the sudden emergence and continuous intensification 

of positive ℎ′ over the CEP, thus contributing to ENSO formation (Chen et al. 2017).   

After selecting the four predictors of MLTA, SSTA, D20CA and AWI, The STPM for 

forecasting ENSO evolution is conducted, and the forecast skills are evaluated in the following 

section.  

 

4. Prediction skills 

4.1 ENSO evolution in a year 

The independent-forecast period covers 2001–2016, while the predicted Niño3.4 index is 

compared with the observation. RMSE is used to measure the prediction skills. 

Fig. 5 shows the Niño3.4 index evolution predicted by MLTA and the observation. During the 
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independent period (2001–2016), especially for the 2015 super El Niño, the predicted Niño3.4 

index matches the observed SSTA tendency well. Twelve (2001, 2002, 2003, 2004, 2008, 2010, 

2011, 2012, 2013, 2014, 2015, 2016) out of sixteen years have the RMSE less than 0.4, and the 

best skill appears in 2014 with a RMSE of 0.08. When the predicted and the observed DJF 

Niño3.4 index are both more (less) than 0.5℃ (-0.5℃), a correct forecast of ENSO event is 

defined. Therefore, 11 years (2001, 2002, 2003, 2004, 2007, 2008, 2009, 2010, 2011, 2014, 2015) 

are correctly forecasted using the MLTA as the predictor. The accuracy of the forecast accounts for 

69% of the total sixteen cases.  

Fig. 6 shows the observed and the SSTA predicted Niño3.4 index evolution. RMSE of eight 

(2001, 2002, 2003, 2004, 2008, 2013, 2014, 2015) years are less than 0.4, and the best two years 

are 2003 and 2014. The prediction by D20CA as shown in Fig. 7 are also reasonable. Eleven 

(2001, 2002, 2003, 2004, 2008, 2010, 2011, 2012, 2013, 2014, 2016) out of sixteen years have the 

RMSE less than 0.4, and the best one is 2001.  

Figure 8 shows observed Niño3.4 index and Niño3.4 index predicted by AWI. There are eight 

(2001, 2003, 2004, 2009, 2010, 2013, 2014, 2016) years with RMSE less than 0.4. It correctly 

forecast the ENSO events in 2003, 2004, 2007, 2009, 2010, 2011, 2014, 2015 and 2016, 

accounting for 56%.  

Among the above forecasts by the four predictors, the RMSE of 2001, 2003, 2004, 2013 and 

2014 is always smaller than 0.4, and the SSTA tendencies in 2014 and 2015 match well with the 

observations. The overall ENSO developing characteristics are captured well by STPM. 

 

4.2 Year-to-year DJF Niño3.4 index 

Because Niño3.4 index in DJF reflects the mature phase of ENSO, in this section, we 

evaluate the forecast skill of STPM in forecasting DJF Niño3.4 index at lead time of 6 months. 

Figure 9 shows the year-to-year predicted and observed DJF Niño3.4 index. The hindcast is 

conducted during 1950-2000 and the independent-forecast period is 2001-2016. Among the four 

predictors, D20CA has the minimum RMSE and performs better than the other three predictors. 

However, because the best predictor for any particular year is different, an ensemble-mean 

strategy of the forecasts from four different predictors (with equal weights) is employed. The 
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RMSE of the ensemble-forecast DJF Niño3.4 index is 0.46 in the training period and 0.52 in the 

independent forecast period at lead of 6 months. The forecast skill is higher than both the 

persistent forecast (Fig. 9) and BCC_CSM forecast (Fig. S1b).  

According to the amplitude of predicted DJF Niño3.4 index rather than observation, the 

forecasted ENSO can be divided into three categories, the predicted normal events (amplitude less 

than 0.5°C), the predicted weak ENSO events (amplitude more than 0.5°C and less than 1°C) and 

the predicted strong ENSO events (amplitude more than 1°C). The correlation coefficient between 

the observed (y-axis) and the predicted (x-axis) Niño3.4 index in each category is calculated (Fig. 

10). When forecast indicates a coming weak ENSO event, the forecast is often more accurate 

(with a correlation coefficient of 0.66) than that of normal events (with a correlation coefficient of 

0.51). Besides, the forecasted strong ENSO events are more reliable than the weak ones (0.95 vs 

0.66), suggesting that the forecast reliability is increasing with the forecast ENSO intensity. 

The persistence Niño3.4 prediction is also shown in Fig. 10. It is clear that for both La Niña 

and El Niño, the ensemble-mean model forecast is always closer to the observation than that of the 

persistent forecast. The persistent forecast underestimates the amplitude of the ENSO while the 

STPM forecasting can reproduce more realistic Niño3.4 index. 

 

5. Conclusion and discussion 

5.1 Conclusion 

In this paper, based on the spatial temporal projection method proposed by Zhu et al. (2015), 

we conduct an STPM to forecast Niño3.4 index at lead time of one to six months. By regressing 

physical-based predictability sources onto Niño3.4 index month by month, we select four 

predictors, the MLTA (5–105 m, 120°E–80°W, and averaged over 5°S–5°N), the SSTA (5°S–5°N, 

160°E–80°W), the D20CA (5°S–5°N, 160°–100°W), and the AWI (accumulated based on 5°S–

5°N, 120°E–180) from Feb. to Jul. to construct the STPM to forecast the Niño3.4 index from JAS 

to DJF. It is shown that STPM based on four predictors can capture the ENSO events well in 2014 

and 2015; and among the four predictors, D20CA shows the best skill of RMSE. Because each 

year has the different best predictor, an ensemble strategy is employed. The RMSE of 

ensemble-mean forecast Niño3.4 index at lead of six months reaches 0.46 in the training period 

A
cc

ep
te

d 
A

rti
cl

e

This article is protected by copyright. All rights reserved.



  

12 

 

and 0.52 in the independent forecast period. The prediction skill of the ensemble-mean forecast is 

higher than persistent forecast (Fig. 9) and BCC_CSM forecast (Fig.S1b).  

However, for some years, such as 2005, 2006 and 2012, Niño3.4 index is not well predicted. 

This might be because of the interaction between the Pacific and other ocean basins, or stochastic 

disturbance effects from the atmosphere. Although the individual forecasts have inevitable errors, 

the RMSE ranges from 0.20 to 0.52 with lead time from one to six months (see Table 2), 

suggesting that the pure statistical STPM can capture the ENSO evolution quite well. The STPM 

can well reproduce the year-to-year variability of DJF Niño3.4 index with a RMSE of 0.52 at lead 

time of six months. Further investigation shows that the forecast reliability is increasing with the 

forecast ENSO amplitude. 

 

5.2 Discussion 

Note that the ensemble of the individual STPM at lead of six months is employed and the 

prediction skill is relatively high. However, building one model that based on multiple predictors 

could be an alternative option, and the forecast skill may be also encouraging. Currently, forecasts 

are faced with dilemma (Lerch et al., 2017). On the one hand, public typically focus on the 

predictive performances in extreme events for the quality of forecasts. On the other hand, even the 

most skillful models could fail when the signal-to-noise ratio is too low (Fig. S1 in the 

supplementary material). Our work shows the predicted strong ENSO events are more reliable 

than other events, which encourages us to trust the forecast of the extreme events (Jin et al. 2008).  

Note that although the RMSE skill of STPM is high in forecasting ENSO evolution, the 

relationship between the predictors and predictand may still undergo secular changes. To avoid the 

effect from the selection the forecasting period and verify the model fidelity, we also choose the 

1950-1990 as the training period and the 1991-2016 as the independent forecast period to rerun the 

model, and the forecast skills are quite consistent (see Figs. S2-S6 in the supplementary material). 

The forecast skills of STPM with cross-validated modes may not dramatically drop in the next 

decades, and the discipline in the training period should be universal for the near-future 

independent forecast period. However, the behavior of ENSO is still uncertain under the context of 

global climate change (Chen et al., 2015), resulting in the shortcoming and limitation of STPM.  
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In the present study, predictors are selected only from Pacific Ocean, however, signals from 

the Atlantic or Indian Ocean basins are also important in ENSO formation and evolution. The 

STPM could be further refined when considering the pantropical climate interaction of inter-basins 

(Cai et al., 2019). 
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Table captions 

Table 1. Definition of predictors in the STPM. 

 

Table 2. RMSE as a function of lead time from one to six months.  

 

Figure captions 

Figure 1. Flowchart of the STPM, in which 𝑋, 𝑌, 𝑈𝑘, 𝑉𝑘, 𝑢𝑘 and 𝑣𝑘 are the standardized 

predictor, standardized predictand, kth singular vectors of the predictor, kth singular vectors of the 

predictand, and corresponding time expansion coefficient of the predictor and predictand, 

respectively;  𝑖1 (𝑗1) and 𝑖2 (𝑗2) are the zonal (meridional) grids for the predictor and predictand 

fields; 𝑡 represents the temporal grids; 𝑛1 (𝑛2) denotes 𝑛1 (𝑛2) months leading (lagging) to 

time 𝑡 in the training period; the number of SVD modes is K; m and 𝑀 indicate the mth and 

total number of SVD modes exceeding the significance level of 99% during cross-validation; 𝑡𝑝 is 

the independent forecast period; and 𝑌𝑝 is the initial forecasted predictand; the ratio between the 

standard deviation of the observed predictand fields and the standard deviation of the 

reconstructed predictand fields during 1950–2000 is applied as empirical values (ratio); and 𝑌𝑝
∗ is 

the final forecasted predictand. 

 

Figure 2. Evolution of MLTA regressed onto Niño3.4 index in JAS (top panel), SON (middle 

panel) and NDJ (bottom panel) during 1950–2000 based on SODAv2.2.4 data. The temporal 

evolution of MLTA is two-month averaged. For example, in the top panel, Oct.(−1) represents the 

average of Oct.(−1) and Nov.(−1) MLTA regressed onto JAS(0) Niño3.4 index. The dots denote 

anomalies exceeding the 0.05 significance level. The notation ‗(0)‘ and ‗(−1)‘ indicates the current 

and preceding year, respectively. 

 

Figure 3. As in Fig. 2, but for the SSTA during 1950–2000 based on ERSST.v5 data. The green 

box (5°S–5°N, 160°E–80°W) denotes the critical domain selected for prediction. 

 

Figure 4. As in Fig. 2 but is D20CA during 1950–2000 based on SODAv2.2.4 data. The green box 

is (5°S–5°N, 160°–100°W) denotes the critical domain selected for prediction.  

 

Figure 5. Niño3.4 index (red solid line) predicted by MLTA and the observed Niño3.4 index (black 

dashed line) in JAS(0) to DJF(+1) from 2001 to 2016. The top central number is the RMSE 

between the predicted and observed Niño3.4 index. The MLTA datasets are from SODAv2.2.4 

during 2001–2008 and GODAS during 2009–2016. 

 

Figure 6. As in Fig. 5 but for the SSTA derived from ERSST.v5 data.  

 

Figure 7. As in Fig. 5 but for D20CA. The D20CA datasets are from SODAv2.2.4 during 2001–

2008 and GODAS during 2009–2016. 

 

Figure 8. As in Fig. 5 but for AWI calculated based on NCEP/NCAR data. 
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Figure 9. Niño3.4 index in DJF predicted by MLTA (green line), SSTA (yellow line), D20CA 

(orange line) and AWI (purple line), along with the observed DJF Niño3.4 index (black line). The 

ensemble-mean and the persistent (Niño3.4 index in June) forecasts are denoted by the red and 

gray line, respectively. The RMSE is shown in the upper-right (upper left) of the panel for each 

predictor during independent-forecast period in 2001-2016 (hindcast period in 1950-2000). 

 

Figure 10. Scatterplot of observed and forecasted Niño3.4 index in DJF (x-axis is observation, 

y-axis is the prediction). The circles with a radius of 0.5°C and 1°C divide the events into three 

categories based on the forecasted Niño3.4 index: normal events (radius less than 0.5°C); weak 

ENSO events (radius more than 0.5°C and less than 1°C); and strong ENSO events (radius more 

than 1°C). The correlation coefficients between the observed and predicted Niño3.4 index in each 

category are shown in the bottom right of the figure. Red dots (blue triangles) represent ensemble 

STPMs forecasted (persistent forecasted) Niño3.4 index. The big red dots and the big blue 

triangles denote the averaged mean of the total STPM forecasted and persistent forecasted Niño3.4 

index in positive and negative signs.  
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Table 1. Definition of predictors in the STPM. 

Predictor Definition Physical meaning 

MLTA Vertical pattern (5–105 m, 120°E–80°W) of the 

mixed-layer temperature anomaly averaged 

over 5°S–5°N  

 

The maximum positive (negative) anomalous 

temperature center is in the subsurface, 

contributing to positive (negative) temperature 

advection through mean upwelling by 

thermocline feedback (−w̅
𝜕𝑇′

𝜕𝑧
). 

 

SSTA Horizontal pattern of the SSTA over (5°S–5°N, 

160°E–80°W) 

 

SST persistence and SST evolution. 

D20CA Horizontal pattern of the thermocline depth 

(defined as the depth of the 20℃ isotherm) 

anomaly over (5°S–5°N, 160°–100°W) 

 

𝑢𝑔
′ = −

𝑔′

𝛽

𝜕2ℎ′

𝜕𝑦2 , where ℎ′  is D20CA, which 

means a positive (negative) thermocline depth 

anomaly along the equator will lead to positive 

(negative) geostrophic currents. Eastward 

(westward) zonal current anomalies contribute 

to warm (cold) advection by zonal advection 

feedback (−𝑢′ 𝜕�̅�

𝜕𝑥
). 

 

AWI Accumulated WWE index (which is obtained 

through integrating the monthly WWE-index). 

The WWE-index on a given day is obtained by 

integrating the WWE-Taux′ over the 

WWE-region (5°S–5°N, 120°E–180). The 

WWE-Taux′ is obtained by extracting the 

90-day high-frequency (HF) component of 

zonal wind stress (Taux), then subtracting the 

annual cycle, and calculating a climatological 

standard deviation (Std) field. Next, when the 

HF-Taux′ is greater than one HF-Std, the 

exceeding part is referred to as WWE-Taux′ 

(i.e., WWE-Taux′ = HF-Taux′ minus HF-Std). 

The pulses of WWE-Taux′ match well with the 

flaring up of ℎ′ over the CEP. WWE forcing 

may play an essential role in the sudden 

emergence and continuous intensification of 

positive ℎ′ over the CEP, thus contributing to 

ENSO‘s formation (Chen et al. 2017).  
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Table 2. RMSE as a function of lead time from one to six months. 

Lead months 1 2 3 4 5 6 

RMSE 0.20 0.28 0.38 0.46 0.52 0.52 
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