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Abstract: An efficient radiative transfer model (ERTM) is developed to simulate thermal
infrared brightness temperatures observed by the Advanced Himawari Imager (AHI) in this
study. The ERTM contains an alternate mapping correlated k-distribution (AMCKD) scheme, a
parameterization for cloud optical property, and a rapid infrared radiative transfer scheme. The
AMCKD is employed to calculate the gaseous absorption in the inhomogeneous thermodynamic
atmosphere. The optical properties of clouds are parameterized by the effective length for ice
clouds based on the Voronoi model, and by the effective radius for water clouds based on the
Lorenz-Mie theory. The adding method of four-stream discrete ordinates method (4DDA) is
extended to be able to calculate the thermal infrared radiative intensity varying with the zenith
angle in ERTM. The efficiency and accuracy of ERTM are evaluated by comparing with the
benchmark model which is composed of discrete ordinate radiative transfer (DISORT) and
line-by-line radiative transfer model (LBLRTM). Under the standard atmospheric profiles, the
root mean square error (RMSE) of simulated brightness temperatures reaches a maximum
of 0.21K at the B16 (13.28 µm) channel of AHI. The computational efficiency of ERTM is
approximately five orders of magnitude higher than that of the benchmark model. Moreover, the
simulated brightness temperatures by ERTM are highly consistent with the rigorous results and
AHI observations in the application to the Typhoon Mujigae case.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

As a fundamental ingredient of the earth-atmosphere system, clouds affect short-range weather
processes, climate change, and atmospheric circulation by regulating the global radiation budget
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and influencing latent heating and cooling caused by phase transformation [1–3]. However, the
interaction between cloud and radiation is complicated by the macro and micro properties of
different types of clouds and their complex temporal and spatial variations. Satellite observation
provides an effective way to monitor the earth-atmospheric system over regional and global scales
in high spatiotemporal resolution. The cloud properties such as cloud top height, cloud effective
radius, cloud optical thickness, and cloud water path can be retrieved from the visible to the
infrared observation of satellite by various algorithms [4–9]. A forward radiative transfer model
with high accuracy and computational efficiency is a critical component in the process of the
cloud inversion, and it can also be used to calibrate satellite instrument and evaluate numerical
model [10–15].
The solution of the radiative transfer equation is a crucial issue when handling the radiative

processes in the radiative transfer forward model. Since the radiative transfer equation is an
integro-differential equation, there is no exact solution in the realistic atmosphere. Many accurate
radiative transfer schemes, such as the discrete ordinate radiative transfer (DISORT) method
[16], adding-doubling algorithm [17,18], and Monte-Carlo technique [19,20] have been proposed
and widely used, but these accurate schemes are limited in remote sensing applications due
to the highly time-consuming process of single simulation and inefficient processing of high
spectral and spatial satellite dataset. Since the scattering is much weaker in infrared radiative
transfer than in shortwave radiative transfer, numerous rapid infrared radiative transfer schemes
are developed by simplifying scattering or reducing streams [21–23]. Among these methods, an
adding method of infrared four-stream discrete ordinates method (DOM) (4DDA) is designed
for the flux calculation of infrared radiative transfer in the climate model [24]. In this method,
the single-layer solutions for the infrared radiative transfer are solved by using the four-stream
DOM. Then the radiative transfer in multiple layers with a vertically inhomogeneous atmosphere
is settled by the analytical adding method based on the invariance principle. Infrared radiance
measurements from satellites are the reliable source of earth-atmosphere observation on a near
global scale. Since the brightness temperature (BT) is determined by radiative intensity instead
of radiative flux and this physical quantity is essential to the satellite remote sensing. Therefore,
in this study, 4DDA is extended to be able to calculate the thermal infrared radiative intensity
varying with the zenith angle for remote sensing applications.

Furthermore, atmospheric gaseous absorption has a significant effect on thermal radiation.
Absorption lines of gases are irregularly distributed across the spectrum, and their intensities and
shapes strongly depend on pressure and temperature [25]. Due to the complexity of the gaseous
absorption lines, a detailed line-by-line radiative transfer model (LBLRTM), is proposed to settle
the inhomogeneous atmospheric radiation faultlessly [26]. However, LBLRTM has a far higher
computational cost, that can not be afforded by remote sensing applications. Therefore, several
approaches called channel-based forward models such as correlated k-distribution (CKD) [27],
spectral sampling (OSS) [28], and radiance sampling method (RSM) [29] are proposed to reduce
the computational time by using nonlinear functions of gas and temperature profiles, or reducing
monochromatic calculations [30]. These approaches are beneficial for the hyperspectral satellite
data processing and climate modeling community. J Li and Barker [31] proposed the alternate
mapping correlated k-distribution (AMCKD) method, which is superior in handling the overlap
of gaseous absorption lines. Most recently, AMCKD has been extended to the application of
satellite simulation under clear sky condition and achieved high accuracy and efficiency [32].
The AMCKD method is employed in this study to improve computational efficiency for the
satellite simulation under cloudy atmospheres.

This study develops an efficient radiative transfer model (ERTM) to simulate thermal infrared
(TIR) brightness temperatures observed by the Advanced Himawari Imager (AHI) onboard
the Himawari-8 satellites for cloudy atmospheres. In section 2, the ERTM is introduced. The
AMCKD is applied to settle the gaseous absorption; a parameterization of cloud optical property
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is established for both ice and water clouds; the rapid radiative transfer scheme (4DDA) is
extended to the satellite simulation, and incorporated into ERTM. Then the ERTM is integrated
by the three parts with the requisite input meteorological dataset. section 3 validates the ERTM
by comparing the simulated results with rigorous results from the benchmark model and AHI
observations. Finally, a summary is given in section 4.

2. Efficient radiative transfer model (ERTM)

In this section, the ERTM that simulates thermal infrared brightness temperatures observed by
AHI for cloudy atmospheres is constructed. AHI onboard the Himawari-8 satellites can provide
high spectral, spatial, and temporal resolution data for multispectral bands, including six visible
& near-infrared bands and ten infrared bands [33]. Table 1 shows the parameters of each AHI TIR
channel, including center wavelength, bandwidth, and considered absorbers. For each channel,
up to three kinds of gases are considered.

Table 1. Specification of the AHI TIR channels.

TIR Channels Center wavelength (µm) Bandwidth (µm) Absorbing gas

B08 6.2383 0.8219 H2O

B09 6.9395 0.4019 H2O

B10 7.3471 0.1871 H2O, N2O, CH4

B11 8.5905 0.3727 H2O, N2O, CH4

B12 9.6347 0.3779 H2O, CO2, O3

B13 10.4029 0.4189 H2O, CO2

B14 11.2432 0.6678 H2O, CO2

B15 12.3828 0.9656 H2O, CO2, O3

B16 13.2844 0.5638 H2O, CO2, O3

2.1. Gaseous absorption by AMCKD

AMCKD is employed to calculate the gaseous absorption for radiative transfer processes, and
integrated into ERTM seamlessly. In AMCKD, the band-averaged gaseous transmittance in a
homogenous layer of the atmosphere with a single gas is defined as

Trφ(u) =
∫
∆v
φ(v)e−uk(v)dv/

∫
∆v
φ(v)dv, (1)

where k(v) is the gaseous absorption coefficient at wavenumber v. φ(v) is the spectral response
function of the measurement instrument, and u denotes the gas amount. The Eq. (1) can also be
written in k space [34] as

Trφ(u) =
∫ ∞

0
e−ukfφ(k)dk, (2)

where fφ(k) is the normalized probability distribution function for k(v) considering the spectral
response function.
By defining the cumulative probability function ĝ(k) =

∫ k
0 fφ(k′)dk′, the integration over k in

Eq. (2) can be replaced by an integration over ĝ. Dividing ĝ space into Nĝ points ĝi (i= 0, 1, 2,

. . . , Nĝ), with ĝ0 = 0, ĝNĝ = 1, and letting ∆ĝi = ĝi − ĝi−1, with
Ng∑
i=1
∆ĝi = 1, the integral in (2)
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becomes

Trφ(u) =
∫ 1

0
e−uk(ĝ)dĝ =

Nĝ∑
i=1

∫ ĝi

ĝi−1
e−uk(ĝ)dĝ. (3)

The transmission function in AMCKD is calculated in an approximate format as

Trφ(u) =
Nĝ∑
i=1

e−uk̄i∆ĝi, (4)

where the absorption coefficient ki in i-th subinterval can be obtained through fitting to the
LBLRTM results of Eq. (3) in the same domain for a suitable range of u.
As the inequality relation is given by∫ ĝi

ĝi−1
e−uk(ĝ)dĝ ≥ e−

u
∆ĝi

∫ ĝi
ĝi−1

k(ĝ)dĝ
∆ĝi , (5)

which indicates that ki = αi
∆ĝi

∫ ĝi
ĝi−1

k(ĝ)dĝ , and αi<1. The adjusted factor αi is pre-calculated
through the comparison of transmittance with LBLRTM results [31,32]. The calculation of αi
represents the lion’s share of the work of building the AMCKD. In the realistic inhomogeneous
atmosphere at various temperature T and pressure Patm, k̄i becomes k̄i(Patm,T), which can be
parameterized as a polynomial in temperature for certain reference pressures. Then k̄i(Patm,T)
at any arbitrary pressure can be acquired by the linear interpolation between two neighboring
reference pressures.
The alternate mapping method is used in the AMCKD to handle the overlap of gaseous

absorption lines. Figure 1 illustrates the treatments of overlapping absorption lines for the TIR
B10 (7.35 µm) channel. Three absorbing gases considered for the B10 channel are H2O, N2O,
and CH4. In AMCKD, a primary gas is chosen and sorted in each subinterval, and the same
sorting rules are applied to the other gases in the same subinterval. Then the optical thickness of
gaseous absorption for the i-th subinterval ∆ĝi at an arbitrary atmospheric layer is as follows:

τgas_i = uH2O · k̄H2O_i(Patm,T) + uN2O · k̄N2O_i(Patm,T) + uCH4 · k̄CH4_i(Patm,T). (6)

A detailed description of AMCKD can be found in [31,32]. Besides, the accuracy and
computational efficiency of AMCKD in applications for AHI are evaluated by [32], the absolute
errors of BTs simulated by AMCKD for all TIR channels of AHI under the clear sky are bounded
by 0.44K, compared to the rigorous results of LBLRTMbased on the standard atmospheric profile.
Moreover, AMCKD has a comparable level of computational efficiency to Radiative Transfer for
the Television Observation Satellite Operational Vertical Sounder (RTTOV). Therefore, AMCKD
can be effectively applied for the satellite simulation.

2.2. Cloud optical property parameterization

The scattering and absorption of clouds need to be taken into consideration in the cloudy radiative
transfer process. For the sake of convenience, a parameterization for cloud optical property is
established. A highly irregular ice particle model called Voronoi aggregate developed by [35]
and [36] is applied. The size distribution of ice particles is assumed to be the gamma distribution.
A number of effective lengths Leff (given by Eq. (7)) ranging from 4 to 200 µm are calculated for
50 different size distributions,

Leff =
3
2

∫ Lmax
Lmin

V(L)n(L)dL∫ Lmax
Lmin

S(L)n(L)dL
, (7)

where L represents the maximum dimension of a single ice crystal; V(L) and S(L) are the volume
and projected area of a single ice crystal, respectively. n(L) is the size distribution of ice particles.
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Fig. 1. Example of the treatment of overlapping absorption lines based on AMCKD for the
TIR B10 (7.35 µm) channel. (a) Gaseous absorption coefficients of H2O, N2O, and CH4 as
a function of wavenumber. (b) Gaseous absorption coefficients as a function of cumulative
probability sorted by AMCKD, considering the spectral response function.

Then the optical properties of ice clouds, including asymmetry factor, extinction coefficient,
and single-scattering albedo, are calculated for the same 50 size distributions at the given 99
wavelengths in the Voronoi aggregate dataset [37].

Since the optical properties vary with the spectral wavelength and effective length of ice
clouds, the optical properties are parameterized by the effective length for each wavelength. For
a particular wavelength λ, the fitting polynomials of the optical properties are defined as

gice(λ,Leff ) =
10∑
i=0

aice_i(λ)L5−ieff , (8)

βe_ice(λ,Leff ) =
10∑
i=0

bice_i(λ)L5−ieff , (9)

1 − ωice(λ,Leff ) =
10∑
i=0

cice_i(λ)L5−ieff , (10)

where gice(λ,Leff ), βe_ice(λ,Leff ), and ωice(λ,Leff ) represent the asymmetry factor, extinction
coefficient (µm−1), and single-scattering albedo of ice clouds, respectively. aice_i(λ), bice_i(λ),
cice_i(λ) are the fitting coefficients at each wavelength.

Both spectral response function and Planck function vary with wavelength, and their variations
should be considered for the simulation of the radiance at the top of the atmosphere (TOA).
Therefore, the channel-averaged optical property (e.g., gice_λ̄) is calculated as

gice_λ̄(Leff ) =

∫ λmax
λmin

gice(λ,Leff )φ(λ)B(λ,Tc)dλ∫ λmax
λmin

φ(λ)B(λ,Tc)dλ
=

10∑
i=0

āice_iL5−ieff , (11)

where λmax and λmin are the maximum and minimum wavelength of the channel, respectively;

B(λ,Tc) refers to the Planck function; Tc is equal to 287K; āice_i is equal to
∫ λmax
λmin

aice_i(λ)φ(λ)B(λ,Tc)dλ∫ λmax
λmin

φ(λ)B(λ,Tc)dλ

(b̄ice_i and c̄ice_i are obtained using a similar formula). The channel-averaged fitting coefficients
for the optical properties of ice clouds at each TIR channel are available at the Harvard Dataverse
(https://doi.org/10.7910/DVN/DEK4UW).

https://doi.org/10.7910/DVN/DEK4UW
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Figures 2(a)–2(c) present the channel-averaged optical properties of Voronoi aggregate at each
TIR channel based on the established parameterization. Figure 2(a) shows that the asymmetry
factor increases gradually with the effective length but ultimately stabilizes when the effective
length is larger than 40 µm. In Fig. 2(b), the extinction coefficient drops sharply at almost all
TIR channels when the effective length is less than 40 µm. It can be seen from Fig. 2(c) that
single-scattering albedo converges to 0.5 as the effective length increases to 100 µm or larger.
Figures 2(d)–2(f) display the relative errors (%) of the channel-averaged optical properties of ice
clouds based on the parameterization as compared to the exact result. The absolute values of
relative error of the asymmetry factor and single-scattering albedo are both less than 0.5%, while
the maximum absolute value of the relative error of the extinction coefficient is 3.81%.

Fig. 2. Channel-averaged optical properties of ice cloud model (Voronoi aggregate): (a)
asymmetry factor, (b) extinction coefficient, and (c) single-scattering albedo, based on the
established parameterization, and their relative errors (%) (d-f) compared to the exact result,
as a function of effective length ranging from 4 to 200 µm at each TIR channel.

For water clouds, optical properties are obtained based on Lorenz-Mie theory [38], assuming
the water droplets size distribution to be the gamma distribution. A number of effective radii
ranging from 2 to 60 µm are calculated for 59 different size distributions, and the optical properties
of water clouds assuming the same size distributions are obtained at 483 wavelengths ranging
from 0.2 to 100 µm.
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Then the parameterization for the optical properties of water clouds as a function of effective
radius is established using similar fitting polynomials as ice clouds.

gwat_λ̄(Reff ) =

10∑
i=0

āwat_iR5−i
eff , (12)

βe_wat_λ̄(Reff ) =

10∑
i=0

b̄wat_iR5−i
eff , (13)

1 − ωwat_λ̄(Reff ) =

10∑
i=0

c̄wat_iR5−i
eff , (14)

whereReff (µm) is the effective radius of water clouds; gwat_λ̄(Reff ), βe_wat_λ̄(Reff ), andωwat_λ̄(Reff )

represent the channel-averaged asymmetry factor, extinction coefficient (µm−1), and single-
scattering albedo of water clouds, respectively; āwat_i, b̄wat_i, c̄wat_i are the channel-averaged
fitting coefficients for the optical properties of water clouds. The exact values of āwat_i, b̄wat_i,
c̄wat_i are also shown at the aforementioned publicly-accessible website.
Figures 3(a)–3(c) show the channel-averaged optical properties of water clouds at each TIR

channel based on the established parameterization. As shown in Fig. 3, the variation of optical
properties of water clouds with effective radius shows a similar characteristic to that of ice clouds.
Figures 3(d)–3(f) display the relative errors (%) of the channel-averaged optical properties of
water clouds based on the established parameterization as compared to the exact result. The
absolute value of the relative error of the asymmetry factor is close to 0%. The maximum
absolute value of relative error is 0.40% for single-scattering albedo, while it is 1.23% for the
extinction coefficient.

2.3. Radiative transfer calculation

Clouds play a crucial role in the infrared radiative transfer, and the determination of the cloud
top pressure Pcld_top(hPa) and cloud base pressure Pcld_bas(hPa) in the radiative transfer model
is critical. The cloud with a larger optical depth tends to be geometrically thicker [39]. The
geometric thickness H (m) is calculated by a function of cloud water path [9]. Then the cloud
base pressure can be inferred from the geometric thickness and atmospheric profiles by the
following formula

Pcld_bas = Pcld_top exp
[

MgEarth
(1 + 0.608q)RΓ

ln
(
Tcld_top + ΓH

Tcld_top

)]
, (15)

where Tcld_top(K) is the cloud top temperature, and q (kg/kg) is the average specific humidity
between cloud top and cloud base. The constants are molar mass of dry air M= 28.96 g/mol,
gravitational acceleration gEarth = 9.8 m/s2, gas constant R= 8.314 J/mol/K, and temperature
lapse rate Γ = 0.0065 K/m. For ice clouds, the ice water path of the l-th cloud layer ∆Wice
between the Pl+1 and Pl can be calculated from the vertical accumulated ice water path Wice by

∆Wice =
lnPl+1 − lnPl

lnPcld_bas − lnPcld_top
×Wice (Pcld_top ≤ Pl ≤ Pcld_bas), (16)

and the liquid water path of the l-th cloud layer ∆Wwat can be calculated using a similar formula.
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Fig. 3. Channel-averaged optical properties of water clouds: (a) asymmetry factor, (b)
extinction coefficient, and (c) single-scattering albedo, based on the established parame-
terization, and their relative errors (%) (d-f) compared to the exact result, as a function of
effective radius ranging from 2 to 60 µm at each TIR channel.

Then the cloud extinction optical thickness of the l-th cloud layer τice_λ̄(τwat_λ̄) for ice clouds
(water clouds) is calculated as

τice_λ̄ = βe_ice_λ̄∆Wice/ρice, (17)

τwat_λ̄ = βe_wat_λ̄∆Wwat/ρwat, (18)

where ρice is the ice density, and ρwat is the water density.
Finally, the total optical parameters of an arbitrary atmospheric layer with gaseous and cloud

matter for ∆ĝi are
τ = τgas_i + τice_λ̄ + τwat_λ̄, (19)

ω =
ωice_λ̄τice_λ̄ + ωwat_λ̄τwat_λ̄

τice_λ̄ + τwat_λ̄ + τgas_i
, (20)

g =
gice_λ̄ωice_λ̄τice_λ̄ + gwat_λ̄ωwat_λ̄τwat_λ̄

ωice_λ̄τice_λ̄ + ωwat_λ̄τwat_λ̄
. (21)
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The basic radiative transfer equation for thermal infrared radiation in a plane-parallel scattering
atmosphere [40] is

µ
dI(τ, µ)

dτ
= I(τ, µ) −

ω

2

∫ 1

−1
P(µ, µ′)I(τ, µ′)dµ′ − (1 − ω)B(τ), (22)

where τ, µand ω are the optical thickness, cosine of the zenith angle, and single-scattering albedo,
respectively; I(τ, µ) is the radiative intensity; P is the azimuthal independent phase function. The
Planck function B(τ) is approximated exponentially in optical thickness as

B(τ) = B1e−f1τ , (23)

where f1 is equal to −[ln(B2/B1)]/τ1, and B1 and B2 are Planck functions at the top (τ = 0) and
bottom (τ = τ1) of the layer.
The four-stream DOM solution which strikes the perfect balance between accuracy and

efficiency is employed. Therefore, the radiative transfer equation is obtained by using two-node
Gaussian quadrature, and Eq. (22) becomes

µi
dI(τ, µi)

dτ
= I(τ, µi) −

ω

2

3∑
l=0

ωlPl(µi)

2∑
j=−2

ajPl(µj)I(τ, µj) − (1 − ω)B1e−f1τ , (24)

where i=±1, ±2, µ1 = −µ−1 = 0.2113248, µ2 = −µ−2 = 0.7886752, and aj = 0.5 (j=±1, ±2).ωl
denotes the Legendre coefficients of the phase function.

Then the radiative transfer in a vertically inhomogeneous multiple-layer atmosphere is settled
by the analytical adding method based on the infrared invariance principle. Finally, we can obtain

the radiative intensity In =



I(τ1,n, µ2)

I(τ1,n, µ1)

I(τ1,n, µ−1)

I(τ1,n, µ−2)


(n=1, 2, . . . , N, N+1) at the Gaussian quadrature

points at each atmospheric level, where N is the total number of atmospheric layer, and τ1,n

represents the optical thickness between level 1 and level n (τ1,n =
n−1∑
i=1

τi). A detailed description

of the analytical adding method can be found in [24].
To calculate the intensity at arbitrary zenith angles in multiple layers, Eq. (24) for arbitrary

zenith angles at layer n (from level n to level n+1) is written as

µ
dI(τ1,n+τ,µ)

dτ = I(τ1,n + τ, µ) − ωn
2

3∑
l=0
ωlnPl(µ)

2∑
j=−2

ajPl(µj)I(τ1,n + τ, µj)

− (1 − ωn)Bne−fnτ
, (25)

where fn = −[ln(Bn+1/Bn)]/τn, and 0 ≤ τ ≤ τn.
To solve the Eq. (25), the explicit expression of I(τ1,n + τ, µj) (j=±1, ±2) is needed. Therefore,

I(τ1,n + τ, µj) with dependence on τ is expressed as

I(τ1,n + τ, µ2)

I(τ1,n + τ, µ1)

I(τ1,n + τ, µ−1)

I(τ1,n + τ, µ−2)


=



ϕ+2ne2n ϕ+1ne1n ϕ−1ne3n ϕ−2ne4n

Φ+2ne2n Φ+1ne1n Φ−1ne3n Φ−2ne4n

Φ−2ne2n Φ−1ne1n Φ+1ne3n Φ+2ne4n

ϕ−2ne2n ϕ−1ne1n ϕ+1ne3n ϕ+2ne4n


G1n +



Z+2n
Z+1n
Z−1n
Z−2n


e−fnτ , (26)

where e1n = e−k1nτ , e2n = e−k2nτ , e3n = e−k1n(τn−τ), and e4n = e−k2n(τn−τ). The terms of ϕ±1n, ϕ
±
2n,

Φ±1n, Φ
±
2n, Z

±
1n, Z

±
2n, k1n and k2n are defined the same as in [24], and listed in their appendix A.
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G1n = [G1
2nG

1
1nG

1
−1nG

1
−2n]

T, with the superscript T indicating a matrix transpose. G1n can be
obtained by

G1n = A−1n (In −Hn), (27)

where An =



ϕ+2n ϕ+1n ϕ−1nψ1n ϕ−2nψ2n

Φ+2n Φ+1n Φ−1nψ1n Φ−2nψ2n

Φ−2n Φ−1n Φ+1nψ1n Φ+2nψ2n

ϕ−2n ϕ−1n ϕ+1nψ1n ϕ+2nψ2n


, Hn =



Z+2n
Z+1n
Z−1n
Z−2n


, ψ1n = e−k1nτn , and ψ2n = e−k2nτn .

By substituting Eq. (26) to Eq. (25), the solution of Eq. (25) can be obtained. The intensity at
arbitrary zenith angles at TOA I(0, µ) is derived in an upward path from the level N+1 to level 1
as follows:

I(τ1,n, µ) = I(τ1,n + 1, µ)e−
τn
µ −

ωn
2µ

3∑
l=0
ωlnPl(µ)

2∑
j=−2

ajPl(µj)Sjn

+
(1−ωn)Bn
µfn+1 (1 − e

−(fn+ 1
µ )τn )

, (28)

where n=N, N-1, . . . , 2, 1. The term Sjn (j=±1, ±2) is

S±1n = Φ±2nG
1
2n(e

−(k2n+1/µ)τn − 1)/(k2n + 1/µ) + Φ±1nG
1
1n(e

−(k1n+1/µ)τn − 1)/(k1n + 1/µ)

+ Φ∓1nG
1
−1n(e

−k1nτn − e−τn/µ)/(k1n − 1/µ) + Φ∓2nG
1
−2n(e

−k2nτn − e−τn/µ)/(k2n − 1/µ)

+ Z±1n(e
−(fn+1/µ)τn − 1)/(fn + 1/µ)

,

(29)
S±2n = ϕ±2nG

1
2n(e

−(k2n+1/µ)τn − 1)/(k2n + 1/µ) + ϕ±1nG
1
1n(e

−(k1n+1/µ)τn − 1)/(k1n + 1/µ)

+ ϕ∓1nG
1
−1n(e

−k1nτn − e−τn/µ)/(k1n − 1/µ) + ϕ∓2nG
1
−2n(e

−k2nτn − e−τn/µ)/(k2n − 1/µ)

+ Z±2n(e
−(fn+1/µ)τn − 1)/(fn + 1/µ)

,

(30)
and the surface boundary condition is considered as

I(τ1,N+1, µ) = 2(1 − εs)
2∑
j=1

ajµjI(τ1,N+1, µ−j) + εsBs, (31)

where εs andBs are the surface emissivity and Planck function evaluated at the surface temperature,
respectively. Moreover, the δ-function adjustment is employed in the radiative scheme to enhance
the accuracy [41], and hereafter the adding algorithm of the delta-four-stream DOM is denoted
as δ-4DDA.
Based on the acquired optical parameters and the cosine of satellite zenith angle µsat, the

intensity at TOA denoted as ITOA can be obtained from δ-4DDA by ITOA = I(0, µsat). Following
the AMCKD, each channel is divided into six subintervals, and the radiative transfer process
needs to be dealt with in each sub-interval, separately. The channel-averaged radiance is obtained
as

ĪTOA =
Nĝ∑
i=1

ITOA_i · ∆ĝi, (32)

where Nĝ = 6, ITOA_i is the intensity at TOA of the i-th subinterval. Then, the BT at TOA, TB,
can be obtained from the channel averaged radiance ĪTOA [42] by

TB =
hc

K ln( 2hc2
ĪTOAλ̂5

+ 1)λ̂
, (33)
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where h, c, K is the Planck’s constant, speed of light, and Boltzmann’s constant, respectively. λ̂
is the center wavelength of the channel.

The δ-64 DISORT is inserted into LBLRTM with spectral resolution 0.1 cm−1 as a benchmark
model. The simulated BTs of ERTM are evaluated by comparing them with the results of the
benchmark model. The brightness temperature difference (BTD) is defined as the BT bias
between the ERTM and the benchmark model. Figure 4 illustrates the BTDs for various cloud
conditions based on the mid-latitude summer atmospheric profile with a surface emissivity of
0.99 under two viewing zenith angles (20° and 50°). The details of the cloud conditions are listed
in the figure. Here B10, B12, and B14 are chosen to discuss in particular, that is, two absorption
channels (B10 and B12) and one window channel (B14). The absolute values of BTDs at all three
channels are less than 0.3K for any cloud condition assumption and zenith angle. Besides, the
BTDs are more dependent on the zenith angle and less dependent on the cloud effective radius or
cloud top pressure. Table 2 lists the root mean square error (RMSE) of simulated BTs by ERTM,
AMCKD with δ-4 DISORT, and AMCKD with δ-32 DISORT, compared to benchmark results
at each TIR channel under the cloud assumptions illustrated in Fig. 4. For ERTM, the maximum
RMSE is only 0.21K at the B16 channel, and the minimum RMSE is 0.04K at the B13 channel.
Also, ERTM generally has similar accuracy to AMCKD with δ-4 DISORT, but is slightly less
accurate than AMCKD with δ-32 DISORT. Table 3 compares the runtime of ERTM, AMCKD
with δ-4 DISORT, AMCKD with δ-32 DISORT, AMCKD with δ-64 DISORT, and benchmark
model. The simulation is implemented on a computing cluster running the 64-bit Linux operating
system (CentOS Linux release 7.2.1511). The cluster is composed of 1 login node (2 Intel Xeon
Silver 4110 CPU; 16 cores; 61 GB of memory) and 3 compute nodes (2 Intel Xeon E5-2680 v4
CPU per node; 28 cores per node; 125 GB of memory per node). All the compute nodes in the
cluster are used for the simulation, and it takes an average of 4.98 hours per core to accomplish
the simulation based on the parallel computing technology. The computational efficiency of
ERTM is approximately five orders of magnitude higher than that of the benchmark model, but
two orders of magnitude higher than that of AMCKD with δ-64 DISORT (or δ-32 DISORT, δ-4
DISORT). Furthermore, compared with AMCKD with δ-4 DISORT, ERTM can gain equivalent
accuracy but greatly reduce the computational cost.

Table 2. RMSE of simulated brightness temperatures by ERTM, AMCKD with δ-4 DISORT, and
AMCKD with δ-32 DISORT, compared to benchmark results at each TIR channel.

TIR Channels B08 B09 B10 B11 B12 B13 B14 B15 B16

AMCKD+ δ-4DDA 0.1254 0.1042 0.0595 0.0951 0.1118 0.0413 0.0533 0.0772 0.2090

AMCKD+ δ-4 DISORT 0.1051 0.1017 0.0712 0.0917 0.1292 0.0400 0.0510 0.0768 0.2133

AMCKD+ δ-32 DISORT 0.1045 0.0977 0.0688 0.0444 0.1321 0.0144 0.0276 0.0795 0.2216

Table 3. Comparison of the runtime of ERTM, AMCKD with δ-4 DISORT, AMCKD with δ-32 DISORT,
AMCKD with δ-64 DISORT, and benchmark model.

ERTM
AMCKD+ δ-4

DISORT
AMCKD+ δ-32

DISORT
AMCKD+ δ-64

DISORT

LBLRTM+ δ-
64

DISORT

Runtime 1 233 284 377 95258

2.4. ERTM integration

The data used in ERTM are summarized in Table 4. Atmospheric profiles including the specific
humidity, ozone mass mixing ratio, and temperature are from ERA-Interim product with a
vertical resolution of 37 pressure levels, a temporal resolution of 6 h, and a spatial resolution of
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Fig. 4. Brightness temperature differences as a function of ice water path (IWP) for ice
clouds (left column) and liquid water path (LWP) for water clouds (right column) under
two viewing zenith angles (20° and 50°) at the TIR B10 (7.35 µm), B12 (9.63 µm) and B14
(11.24 µm) channels.

0.75°×0.75°. ERA-Interim product is a global atmospheric reanalysis from the data assimilation
system based on the European Centre for Medium-RangeWeather Forecasts (ECMWF) Integrated
Forecasting System (IFS) [43]. The land surface emissivity and surface temperature data in a
0.05° climate modeling grid are obtained from the MODIS land 8-day mean level 3 product
(MYD11C2), retrieved through the day/night algorithm [44]. The land surface temperature
products have been validated within ±1K for the absolute errors under clear sky conditions by
in-situ measurements. Emissivity products are highly consistent with the surface emissivity
spectra measured by the sun-shadow method [45]. Sea surface temperature data are from the
NOAA 1/4° daily Optimum Interpolation Sea Surface Temperature (daily OISST), which is an
analysis built by uniting observations from various platforms including satellites, ships, and buoys
using optimum interpolation (OI) [46]. RMSE of the daily OISST product relative to the buoys
is about 0.3K [47]. The sea surface emissivity is set as 0.99. The cloud properties, including
cloud top pressure, cloud top temperature, cloud water path, cloud thermodynamic phase, cloud
optical thickness, and cloud effective particle radius, are retrieved from Integrated Cloud Analysis
System (ICAS) via an optimal estimation (OE) approach [48] using eight TIR bands of AHI
[8]. The retrievals of cloud property from ICAS are highly consistent with collocated active
remote sensing counterparts especially for single-layer clouds [8]. The measurements used in
this paper are the Himawari-8 level 1 gridded data with a temporal resolution of 10 min and a
spatial resolution of 0.05°×0.05°. All the meteorological field data and cloud property data are
interpolated in space according to the measurement data.
A flow chart of Fig. 5 is used to illustrate the application of ERTM in the simulation of AHI

observation. The TIR emission is generated from the ERA-interim temperature profiles and
MODIS and OISST surface temperature. Gaseous absorption is obtained from ERA-interim
atmospheric profile based on the AMCKD. Cloud optical properties are calculated by the
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Table 4. Summary of data used in ERTM.

Data name/source Quantity Spatial resolution Temporal resolution

ERA-Interim Atmospheric profiles 0.75° 6h

MODIS level 3 (MYD11C2) Land surface temperature/ emissivity 0.05° 8-day mean

OISST Sea surface temperature 0.25° Daily

ICAS Cloud property 2km 10min

Himawari-8 level 1 Brightness temperature 0.05° 10min

pre-established cloud optical property parameterization. Then the BTs are simulated in δ-4DDA
with these essential inputs. Finally, the simulated results are compared with rigorous results and
AHI measurements to estimate the efficiency and accuracy of ERTM.

Collocated ERA-interim
atmospheric profile

AMCKD scheme

Collected cloud 
property retrieved 

from ICAS

Collocated land 
property product 
(MODIS) and sea 
property product 

(OISST) 

Cloud optical property 
parameterization

Thermal IR 
emission

Gaseous 
absorption

Cloud 
optical property

ERTM simulated
brightness temperatures

Bechmark model results

AHI measurements

AHI 
view geometries

Rapid radiative 
transfer scheme
（δ-4DDA）

Fig. 5. Flow chart of the application of ERTM (AMCKD scheme, a cloud optical property
parameterization and δ-4DDA) in the simulation of AHI observation.

3. Results and discussion

Typhoon Mujigae on 3 October 2015 at 6:00 UTC is used as a practical case in this study to
validate the ERTM. Typhoon Mujigae is the strongest typhoon in 2015, it led to severe weather
events that caused heavy casualties and economic losses [49]. Figure 6 shows the cloud properties
retrieved by ICAS for Typhoon Mujigae on 3 October 2015 at 6:00 UTC. Figure 6(c) indicates
that the whole typhoon is covered by high clouds since the cloud top pressure values at 680hPa
and 440hPa are used as a threshold to separate the cloud into the low, middle and high cloud [50].
Besides, the large cloud optical thickness (> 6) in the eyewall and spiral rainband of the typhoon
demonstrates the existence of strong convection because the high clouds are further classified
into cirrus, cirrostratus, and deep convective clouds using cloud optical thickness boundaries at 1
and 6 (Fig. 6(a)) . Figures 6(b) and 6(d) show that the typhoon is largely covered by ice clouds of
large cloud effective radius only with little water clouds at the margin.
One thousand cloudy pixels are randomly selected from the simulated region to compare the

simulated BTs by ERTM with the benchmark results in the practical case. The simulation is also
implemented by the aforementioned computing cluster, and it takes an average of 8.93 hours per
core to accomplish the simulation. The corresponding results are shown in Fig. 7, in which the
simulations by ERTM have a high agreement with the standard results, and almost all pixels fall
on the 1:1 line at each TIR channel. Moreover, the maximum RMSE of the simulated BTs is
only 0.3665 at the TIR B10 channel. Then we systematically evaluate the δ-4DDA in ERTM by
comparing the simulated result between ERTM and AMCKD with δ-64 DISORT in the whole
study domain. These whole domain simulations take an average of 10.85 hours per core using
the computing cluster. As shown in Fig. 8, the BTDs between ERTM and AMCKD with δ-64
DISORT are less than 0.3K at all nine channels, which demonstrates the prominent accuracy of
ERTM for the brightness temperature simulation in cloudy atmospheres.
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Fig. 6. Cloud properties for Typhoon Mujigae on 3 October 2015 at 6:00 UTC (a) cloud
optical thickness, (b) cloud effective radius (µm), (c) cloud top pressure (hPa) and (d) cloud
type retrieved from AHI observations.

Fig. 7. Comparison between brightness temperatures simulated by ERTM and results of
the benchmark model for one thousand cloudy pixels at each TIR channel.
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Fig. 8. Comparison between brightness temperatures simulated by ERTM and results of
the AMCKD with δ-64 DISORT at each TIR channel.

Fig. 9. Comparison between AHI observations (first row) and simulated brightness
temperatures (second row) at the TIR B08 (6.24 µm), B09 (6.94 µm), and B10 (7.35 µm)
channels. The differences between AHI observations and simulated brightness temperatures
are shown in the third row.
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To further assess the performance of the ERTM, simulated BTs are compared with observations
from AHI. Figures 9–11 show the comparison between the observations and simulations of
BTs at each TIR channels. The BTs of clear sky at B08-10 (water vapor absorption), B12
(ozone absorption), and B16 (carbon dioxide absorption) channels are smaller than those at the
other channels (atmospheric window) where the gaseous absorption is weak. As shown in the
Figs. 9–11, the BTDs of clear sky at B08 (strong water vapor absorption) channel are slightly
larger than those at the other channels, which is probably due to the uncertainties of water vapor in
reanalysis data. Generally, the distribution pattern of observed brightness temperatures is highly
consistent with that of simulated brightness temperatures, demonstrating that the ERTM has
excellent capability to simulate BTs for the clear and cloudy atmosphere. Then we quantitatively
compare the observations with simulations over the simulated region. Figure 12 shows the violin
plot of absolute bias between the AHI observations and simulated brightness temperatures for ice
clouds and water clouds at each TIR channel. For all TIR channels, the mean absolute biases are
less than 2, and 90% of pixels have an absolute bias of less than 3.

Fig. 10. Comparison between AHI observations (first row) and simulated brightness
temperatures (second row) at the TIR B11 (8.59 µm), B12 (9.63 µm), and B13 (10.40 µm)
channels. The differences between AHI observations and simulated brightness temperatures
are shown in the third row.

The disparity between simulation and observation is indeed associated with many factors: (1)
The uncertainties may come from ERTM itself including approximate rapid radiative transfer
scheme and channel-averaged method for gaseous absorption, which have been proved negligible
by comparing simulated results with benchmark results shown in the previous section. (2)
Disparities may be caused by different ice crystal habits because ice particle is hypothesized to
be 8-element column aggregate with severely rough surface in ICAS while Voronoi aggregate in
ERTM. However, these disparities are generally under a few percent according to the previous
work that TIR measurements are insensitive to the ice habit assumption [51,52]. (3) The
uncertainties may be induced by approximate plane-parallel radiative transfer model without
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Fig. 11. Comparison between AHI observations (first row) and simulated brightness
temperatures (second row) at the TIR B14 (11.24 µm), B15 (12.38 µm), and B16 (13.28 µm)
channels. The differences between AHI observations and simulated brightness temperatures
are shown in the third row.

Fig. 12. The violin plot of absolute bias between the AHI observations and simulated
brightness temperatures for ice clouds (a) and water clouds (b) at each TIR channel. Plots
indicate the distribution (shaded), 10th and 90th percentiles (black cross), median (red
horizontal dashed line) and mean (yellow horizontal line).
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consideration of 3-D transfer effect [53] and cloud heterogeneity (e.g., horizontally inhomogeneity
(sub-pixel variation), vertical variation of particle microphysical properties) (4) The deviations of
external input data such as cloud properties retrieved by ICAS and meteorological field data (e.g.,
background surface properties, atmospheric profiles) are a major source of disparities. However,
factor (3) and (4) are beyond the scope of this study.

4. Summary

In this study, an efficient radiative transfer model (ERTM) is developed to simulate thermal
infrared brightness temperatures observed by the Advanced Himawari Imager (AHI). The ERTM
contains an alternate mapping correlated k-distribution scheme, a parameterization for cloud
optical property and an efficient infrared radiative transfer scheme. The AMCKD is employed to
calculate the gaseous absorption in the inhomogeneous thermodynamic atmosphere. The optical
properties of clouds are parameterized by the cloud effective length for ice clouds based on the
Voronoi model, and by the cloud effective radius for water clouds based on the Lorenz-Mie theory.
The δ-4DDA is exploited in ERTM to obtain the radiance at TOA. The δ-64 DISORT is inserted
into LBLRTM as a benchmark model. A series of comparisons between ERTM and benchmark
model under various cloud conditions are discussed to assess the performance of ERTM. Under
the standard atmospheric profiles, the RMSEs of simulated BTs reach a maximum of 0.21K
at the B16 channel, while the minimum RMSE is only 0.04K at the B13 channel. Moreover,
the computational efficiency of ERTM is approximately five orders of magnitude higher than
that of the benchmark model. Finally, Typhoon Mujigae on 3 October 2015 at 6:00 UTC is
used as a practical case to validate the ERTM. The simulated brightness temperatures by ERTM
are highly consistent with the rigorous results and observations from AHI, which verifies the
excellent performance of ERTM for the realistic atmosphere. Given its great accuracy and high
computational efficiency, ERTM is suitable for model assessment, data assimilation, and remote
sensing retrieval. The ERTM is available from the corresponding author.
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