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Five radiative transfer schemes are compared in infrared spectra using the Rapid Radiative Transfer Model 

for General Circulation Models Applications (RRTMG). By calculating the root mean squared error of net 

flux (referred as RMSE(NF)) in various atmosphere, the general accuracy of these schemes ranked from 

low to high are: non-scattering simplification (NS), the adding method of δ-two-stream discrete ordinate 

approximation ( δ-2DDA), δ-two-stream variational iteration method ( δ-2VIM), the adding method of δ- 

four-stream discrete ordinate approximation ( δ-4DDA) and δ-four-stream variational iteration method ( δ- 

4VIM). And their sensitivities to cloud fraction are decreased in the same order. Furthermore, the accuracy 

and efficiency of these schemes other than NS are studied under the contexts of using two different 

methods for dealing with the region where the solar and infrared spectra overlap. As one of the two 

overlap methods, One Band method (OB), which is used by RRTMG, has no advantage in model efficiency 

and is about 0.34 (0.41) W/m 

2 higher in mean column RMSE(NF) of the δ-two-stream ( δ-four-stream) 

schemes than Whole Bands method (WB). Moreover, a new scheme, which is simple but adequate to 

handle the overlap region, is derived to solve the solar energy in longwave spectra. 

© 2020 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY-NC-ND license. 
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. Introduction 

Since radiation is the major energy source and sink in the

tmosphere, an accurate treatment of radiative transfer equation

RTE) is necessary for general circulation models (GCMs). In the

eanwhile, as one of the most time-consuming parts of GCMs, the

TE schemes also demand high efficiency. Therefore, approximate

reatments for RTE have been extensively studied [e.g. [1–22,40] ]. 

For solar radiative transfer (SRT), Lin et al. [23] compared five

-two-stream and δ-four-stream schemes and concluded that the

dding method of δ-four-stream discrete ordinate approximation

 δ-4DDA; 16 ) and adding method of δ-four-stream spherical har-

onic expansion ( δ-4SDA; 17 ) are about an order of magnitude

ess in errors than the δ-two-stream schemes, and respectively ex-

end 1.76 and 1.55 times of running time consumed by the radia-

ion model of δ-two-stream schemes. 

For terrestrial radiative transfer (TRT), the scattering is often ne-

lected since scattering is strong in shortwave spectra but weak
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n the longwave region [24] . However, such neglect can produce

he near-global (60 ◦S-90 ◦N) reduction of 3 W/m 

2 in the outgoing

W radiation due to cloud scattering reported by Costa and Shine

25] , which amounts to 10% of the global LW cloud radiative ef-

ect at the top of the atmosphere (TOA) [26] . To refine the TRT

cattering accuracy, a few schemes were developed in recent five

ears. Firstly, δ-4DDA and δ-4SDA have been expanded for TRT by

hang et al. [27] and Wu et al. [28] . By comparing δ-4DDA, δ-

SDA and the adding method of δ-two-stream discrete ordinate

pproximation ( δ-2DDA), Wu et al. [28] shows that the accuracy

f both δ-4DDA and δ-4SDA is superior to that of δ-2DDA, while

-4DDA is slightly more accurate than δ-4SDA. Thereafter, Zhang

t al. [20] introduced variational iteration method (VIM) to solve

he RTE and obtained the δ-two-stream solution ( δ-2VIM) and δ-

our-stream solution ( δ-4VIM). Moreover, Wang [19, 29] presented a

nified formulation for radiative transfer and derived hemispheri-

al harmonics method with four components, which is comparable

o δ-4DDA in accuracy and can be applied to both solar and ter-

estrial radiation. 

To make the code of RTE solution more efficient, the solar so-

utions are usually neglected in longwave region. Taking a widely-

sed radiation model so called Rapid Radiative Transfer Model for
nder the CC BY-NC-ND license. ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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General Circulation Models Applications (RRTMG; 30 ) as an exam-

ple, a scheme which neglects scattering and solar irradiance (NS)

is applied in RRTMG_LW (longwave part of RRTMG) while a δ-two-

stream scheme is used by default in RRTMG_SW (shortwave part

of RRTMG). However, there is still about 13.23 W/m 

2 solar irradi-

ance between 100 to 2600 cm 

−1 within infrared region according

to a solar irradiance dataset based on the Naval Research Labora-

tory Solar Spectral irradiance (NRLSSI2) model [31,32] . This part of

solar irradiance can be treated as another band in SRT (referred as

One Band method; OB) as RRTMG_SW does. As for Whole Bands

method (WB), since the radiative transfer process is governed by a

linear equation, the total radiation of each longwave band should

be the sum of the solar and terrestrial radiation [33] . The accuracy

of these two methods has been compared in Zhang et al. [33] by

single-column experiment in ideal atmosphere. 

Although many TRT schemes and schemes with different over-

lap methods have been compared [e.g. [11,17,20,27,29] ], there was

little attention has been paid to the huge size requirement of pro-

file samples to represent the complexity of atmosphere. In addi-

tion, although RRTMG is a widely-used radiation model, its perfor-

mance with different TRT schemes and the schemes using different

overlap methods has not been investigated yet. 

Within this paper, five TRT schemes (NS, δ-2DDA, δ-2VIM, δ-

4DDA and δ-4VIM) and the δ-two/four-stream schemes ( δ-2DDA,

δ-2VIM, δ-4DDA and δ-4VIM) using two overlap methods (WB and

OB) are generally compared with focus on their possible behav-

iors in realistic applications. In the following Section 2 , a sim-

ple new scheme is derived to cope with the SRT in longwave re-

gion. The single column results are compared in Section 3 , for ter-

restrial schemes and those with different overlap treatments in

Section 4 and 3.2 respectively. The layout in Section 4 is like that

of Section 3 but for large-sample results. An efficiency comparison

of terrestrial schemes and those using different overlap methods is

given in Section 5 . Finally, summary and conclusions are presented

in Section 6 . 

2. RTE solution of the overlap region 

When dealing with the region with solar and infrared spectra

overlap, a scheme that can handle the solar irradiance is required.

Like δ-2DDA and δ-4DDA, both have their solar counterparts. As

for VIM, however, because absorption approximation (AA; 34 ) is

not suitable for SRT, the VIM which uses AA as an initial solution

is not either. Therefore, a new simple scheme is established to cope

with SRT of the overlap region in this section. This scheme is de-

signed to be an efficient scheme that can keep adequate accuracy,

and only used with VIM schemes in this work. 

The solar RTE for diffuse intensity I ( τ , μ) is [e.g. 1 ] 

μ
dI(τ, μ) 

dτ
= I (τ, μ) − ω 

2 

∫ 1 

−1 

I (τ, μ′ ) P (μ, μ′ ) dμ′ 

− ω 

4 π
F 0 exp 

(
− τ

μ0 

)
P (μ, −μ0 ) , (1)

where τ and ω are optical depth and single scattering albedo;

the cosine of local emergence angle, local incident angle and so-

lar zenith angle are marked as μ, μ′ and μ0 respectively; P and F 0 
represent the azimuth-independent phase function and downward

solar flux at the TOA. 

For the overlap band, relatively, absorption is more significant

than scattering. Thus, an approach which is enlightened from AA

is taken to solve the solution of downward solar flux. The solar

scattering process is simplified and the RTE becomes 

μ
dI 0 (τ, μ) 

dτ
= (1 − ω) I 0 (τ, μ) − ω 

4 π
F 0 exp 

(
− τ

μ0 

)
P (μ, μ0 ) . (2)
he solution of Eq. (2) is 

 

0 (τ, μ) = I 0 (τs , μ) exp 

[
(1 − ω)(τ − τs ) 

μ

]

+ 

F 0 ωμ0 P (μ, −μ0 ) 

4 π [ μ0 (1 − ω) + μ] 

{
exp 

(
− τ

μ0 

)

− exp 

[
(1 − ω)(τ − τs ) 

μ
− τs 

μ0 

]}
. (3)

hen calculating the downward path, τs = 0 is the initial point of

ptical depth and the value of μ shall be negative. The downward

ntensity at τ = τ1 is 

 

0 (τ1 , μ) = I 0 (0 , μ) exp 

[
(1 − ω) τ1 

μ

]
+ 

F 0 ωμ0 P (μ, −μ0 ) 

4 π [ μ0 ( 1 − ω) + μ] 

×
{

exp 

(
− τ1 

μ0 

)
− exp 

[
(1 − ω) τ1 

μ

]}
. (4)

n the conditions that τs = τ1 , τ = 0 and μ > 0, upward intensity

 

0 (0, μ) can be obtained: 

 

0 (0 , μ) = I 0 (τ1 , μ) exp 

[
(ω − 1) τ1 

μ

]

+ 

F 0 ωμ0 P (μ, −μ0 ) 

4 π [ μ0 (1 − ω) + μ] 

{
exp 

(
− τ1 

μ0 

)

− exp 

[
(ω − 1) τ1 

μ
− τ1 

μ0 

]}
. (5)

So far a pair of SRT solutions ( Eqs. (4) and (5) ) is derived, but

ithin which the upward implementation ( Eq. (5) ) will result in

ignificant underestimation of upward flux at the TOA (results not

hown). Hence, another scheme of upward path, which is enlight-

ned from the two-stream source function technique [4,11] , is es-

ablished to mitigate that underestimation. 

First of all, Eq. (1) is rewritten as: 

dI 1 (τ, μ) 

dτ
= I 1 (τ, μ) − ω 

2 

∫ 1 

−1 

I 1 (τ, μ′ ) P (μ, μ′ ) dμ′ 

− ω 

4 π
F 0 exp 

(
− τ

μ0 

)
P (μ, −μ0 ) . (6)

In the δ-two-stream case, 
∫ 1 
−1 I 

1 (τ, μ′ ) P (μ, μ′ ) dμ′ in Eq. (6) is

implified as (1 + 3 gμμ1 ) I 
1 (τ, μ1 ) + (1 + 3 gμμ−1 ) I 

1 (τ, μ−1 ) ,

here g is asymmetry factor, μ1 = −μ−1 = 1 / 1 . 66 is diffuse factor

Elsasser 1942) and I 1 (τ, μ−1 ) is substituted by I 0 (τ, μ−1 ) from

q. (4) . As an upward path scheme, only τs = τ1 , τ = 0 and μ > 0

re considered. The eventually obtained solution of I 1 (0, μ1 ) is 

 

1 (0 , μ1 ) = I 1 (τ1 , μ1 ) b + 

c(1 − 3 gμ1 μ0 ) 

fμ0 μ1 

[
b 

exp(τ1 /μ0 ) 
− 1 

]

+ 

ωφ(μ1 , μ−1 ) 

2 μ1 

{
I 0 (0 , μ−1 ) 

exp(dτ1 ) − 1 

d 

− c(1 − 3 gμ−1 μ0 ) 

μ0 (ω − 1) − μ−1 

[
exp( fτ1 ) − 1 

f 
− exp(dτ1 ) − 1 

d 

]}
,

(7)

here 

b = exp{ τ1 [ ωφ(μ1 , μ1 ) − 2] / (2 μ1 ) } , 
c = ωF 0 μ0 / (4 π) , 

d = [2 ω + ωφ(μ1 , μ1 ) − 4] / (2 μ1 ) , 

f = { μ0 [ ωφ(μ1 , μ1 ) − 2] − 2 μ1 } / (2 μ0 μ1 ) , 

φ(μi , μ j ) = 1 + 3 gμi μ j (i, j = ±1) 
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nd the value of I 0 (0 , μ−1 ) can be calculated by Eq. (4) . I 1 ( τ 1 , μ1 )

n the first term of the right hand side of Eq. (7) is the boundary

nput calculated from the previous layer. Finally, the upward and

ownward fluxes become 

 

↑ (0) = π I 1 (0 , μ1 ) and (8a)

 

↓ (τ1 ) = π I 0 (τ1 , μ−1 ) + μ0 exp 

(
− τ1 

μ0 

)
F 0 . (8b)

This δ-two-stream scheme is named as Hemispherical source

unction approximation ( δ-2HSF). 

In the δ-four-stream case, two-node Gaussian quadrature is

dopted to decompose the integration in RTE [35] : 

 1 

−1 

I 1 (τ, μ′ ) P (μ, μ′ ) dμ′ = 

i =2 ∑ 

i = −2 

a i (1 + 3 gμi μ) I 1 (τ, μi ) (9) 

n which μ1 = −μ−1 = 0 . 2113248 , μ2 = −μ−2 = 0 . 7886752

nd a i = a −i = 0 . 5 (i = 1 , 2) [35,36] . The downward solutions

 I 0 (τ1 , μ−1 ) and I 0 (τ1 , μ−2 ) ) can be calculated by replacing

with μ−1 and μ−2 respectively in Eq. (4) . And by substi-

uting I 0 ( τ 1 , μ2 ) → I 1 ( τ 1 , μ2 ), I 0 (τ1 , μ−1 ) → I 1 (τ1 , μ−1 ) and

 

0 (τ1 , μ−2 ) → I 1 (τ1 , μ−2 ) from Eqs. (4) and (5) into Eq. (9) and

hen into Eq. (6) , intensities of upward path I 1 (0, μ1 ) can be

erived out as: 

 

1 (0 , μ1 ) = I 1 (τ1 , μ1 ) ̃ b + 

˜ c (1 − 3 gμ1 μ0 ) 

˜ f μ0 μ1 

[
˜ b 

exp(τ1 /μ0 ) 
− 1 

]

+ 

2 ∑ 

j=1 

S(μ1 , μ− j ) + 

ωφ(μ1 , μ2 ) 

4 μ1 

{
I 0 (τ1 , μ2 )( ̃ b − ˜ e 2 ) ̃  d 2

+ 

˜ c (1 − 3 gμ2 μ0 ) 

μ0 (1 − ω) + μ2 

[
exp( ̃  f τ1 ) − 1 

˜ f 
−

˜ b − ˜ e 2 
exp(τ1 /μ0 ) 

˜ d 2 

]}
,

(10) 

here 

(μ1 , μ− j ) = 

ωφ(μ1 , μ− j ) 

4 μ1 

{
I 0 (0 , μ− j ) 

(
˜ b 

˜ e − j 

− 1 

)
˜ d − j 

+ 

˜ c (1 − 3 gμ− j μ0 ) 

μ0 (1 − ω) + μ− j 

[
exp( ̃  f τ1 ) − 1 

˜ f 
−

(
˜ b 

˜ e − j 

− 1 

)
˜ d − j 

]}
, 

nd 

˜ b = exp{ τ1 [ ωφ(μ1 , μ1 ) − 4] / (4 μ1 ) } , 
˜ c = ωF 0 μ0 / (4 π) , 

˜ 
 j = 4 μ1 μ j / { 4(1 − w ) μ j + [ wφ(μ1 , μ1 ) − 4] μ1 } , 

˜ e j = exp[(w − 1) τ1 /μ j ] , 

˜ f = { μ0 [ ωφ(μ1 , μ1 ) − 4] − 4 μ1 } / (4 μ0 μ1 ) , 

φ(μi , μ j ) = 1 + 3 gμi μ j , 

(i, j = ±1 , ±2) . 

he value of I 0 can be calculated by Eqs. (4) and (5) while I 1 ( τ 1 ,

1 ) is the boundary input computed from the previous layer. Sim-

larly, I 1 (0, μ2 ) can be obtained by changing ˜ d 2 ⇒ 

˜ d 1 , ˜ e 2 ⇒ ˜ e 1 and

nterchanging μ1 ⇔ μ2 in Eq. (10) and its variable quantities. At

ast, the upward and downward fluxes are achieved as: 

 

↑ (0) = 2 π [ a 1 μ1 I 
1 (0 , μ1 ) + a 2 u 2 I 

1 (0 , μ2 )] and (11a)

 

↓ (τ1 ) = 2 π [ a 1 μ1 I 
0 (τ1 , μ−1 ) + a 2 u 2 I 

0 (τ1 , μ−2 )] 

+ μ0 exp 

(
− τ1 

μ0 

)
F 0 . (11b) 

And this δ-four-stream scheme is named as δ-4HSF. 
. Single column experiment 

.1. Accuracy of the terrestrial schemes 

The radiative transfer model used here is RRTMG_LW, which

ontains 16 bands ranging from 10 cm 

−1 to 3250 cm 

−1 , including

ost greenhouse absorbers and several halocarbons. In this sub-

ection, five TRT schemes are implanted in RRTMG_LW to investi-

ate their accuracy in an ideal atmosphere. 

As single column experiment, the Mid-Latitude Summer atmo-

pheric profile [37] is used here and divided into 200 layers with

 resolution of 0.25 km from surface to 50 km. The benchmark re-

ults are calculated from the δ-128-stream DOM scheme (D128S).

ive sky conditions are considered: the clear sky, the skies with

ow cloud (positioned in 1.0-2.0 km with liquid water content LWC

 0.22 g/m 

3 and effective radius r e = 5.89 μm), middle cloud

positioned in 4.0-5.0 km with LWC = 0.28 g/m 

3 and r e = 6.2

m), high cloud (positioned in 10.0-12.0 km with ice water con-

ent IWC = 0.0048 g/m 

3 and mean effective size D e = 41.5 μm) and

he sky containing above three types of clouds. The surface emis-

ivity is set to 1. Due to the relation between heating rate and air

ensity, a tiny net flux error can cause a huge error of heating rate

t high altitude. And considering clouds and major synoptic pro-

esses exist only in troposphere, the height range analyzed in this

ection are constrained to 0-15 km. Also, it has to be noted that

he solar radiation is excluded in this subsection. 

Fig. 1 shows the comparison of heating rates in different sky

onditions. The heating rate benchmarks displayed in the first

olumn ( Fig. 1 a,e,i,m,q) are calculated from D128S and the cor-

esponding absolute error profiles are computed from NS (sec-

nd column), δ-2DDA, δ-2VIM (third column), δ-4DDA and δ-4VIM

fourth column). For the clear sky ( Fig. 1 a-d), all schemes have ade-

uate performance that the maximum error is -0.12 K/day using NS

ear the surface, 0.09 K/day using δ-2DDA and δ-2VIM, and 0.03

/day using δ-4DDA and δ-4VIM. For heating rate errors in the

loudy skies ( Fig. 1 e-o), the maximum errors always appear around

he cloud top and cloud base is where the second maximum errors

ccur. It is related to the large variations of heating rate at these

wo positions. In cloudy skies, the errors produced by NG scheme

an be up to -3.44 K/day; the errors of the δ-two-stream schemes

stand for δ-2DDA and δ-2VIM hereafter) are limited to 1.52 K/day,

hile δ-2VIM is slightly more accurate than δ-2DDA; the δ-four-

tream schemes (stand for δ-4DDA and δ-4VIM hereafter) achieve

he best accuracy with the maximum error of -0.57 K/day, while

-4DDA is slightly superior to δ-4VIM. 

.2. Accuracy of the overlap treatments 

In this subsection, two overlap methods (WB and OB) for han-

ling the region with solar and infrared spectra overlap are com-

ared. 

For WB, the solar irradiance in the overlap region is distributed

nto 1-15 bands (10-2600 cm 

−1 ) in RRTMG_LW according to the

olar irradiance dataset [31,32] . Note that the solar irradiance of

and 16 (2600-3250 cm 

−1 ) is not included in the comparisons

f WB and OB. Although band 16 also counts as overlap region,

t is treated as an independent band in both RRTMG_LW and

RTMG_SW, which theoretically makes no difference to the accu-

acy of WB and OB. For 1-15 bands, the optical parameters (such

s τ , ω and g) of SRT are shared with TRT. The total flux of WB is

alculated as: 

 _ W B = F ter 
16 + 

15 ∑ 

j=1 

(F sol 
j + F ter 

j ) , (12) 

here F _ W B means the obtained flux using the schemes with the

hole Bands method, 16 and j is the band number of RRTMG, and
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Fig. 1. The absolute heating rate errors (K/day) of NS schemes (second column), the δ-two-stream schemes (third column) and the δ-four-stream schemes (fourth column) 

against the benchmark results computed from D128S (first column) for the clear sky (first row); the skies with low cloud (second row), middle cloud (third row), high cloud 

(fourth row) and the sky containing all three cloud types (fifth row). The black dot lines represent the value of 0 (K/day). 
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F sol ( F ter ) stands for solar (terrestrial) part of flux. Note that when

F ter is calculated by δ-2VIM ( δ-4VIM), F sol is obtained by using the

δ-2HSF ( δ-4HSF) introduced in Section 2 . And the terminology of

the overall scheme is taken as “δ-2VIM&HSF” (“δ-4VIM&HSF”) in

this work. 

For OB, F sol 
29 

are calculated using RRTMG_SW in the 820-2600

cm 

−1 band (band 29, to be consistent with RRTMG_SW), where the

optical properties are the averaged results. The total downward so-

lar flux at the TOA is the same in both WB and OB. The sum of

solar and terrestrial fluxes of OB are calculated as: 

F _ OB = F sol 
29 + 

16 ∑ 

j=1 

F ter 
j . (13)

With the same atmosphere conditions used in Section 3.1 , the

heating rate errors of the four δ-two/four-stream schemes using

WB and OB are obtained against the benchmark results of D128S,

which can address the incoming solar radiation in the infrared

spectra accurately. The NS scheme is not considered in either WB

or OB, because the errors of the NS scheme itself are much larger

than errors introduced by different overlap methods. 

In Fig. 2 , benchmark heating rates are shown in the first col-

umn, and the δ-two/four-stream schemes are compared in the sec-

ond/third column respectively, while suffix ’-WB’ (’-OB’) stands for

the Whole Bands method (the One Band method). As shown in

Fig. 2 e,f ( Fig. 2 h,i), the absolute value of maximum error calculated

by δ-2DDA-OB, δ-2VIM&HSF-OB, δ-4DDA-OB and δ-4VIM&HSF-OB

in the sky with low cloud (middle cloud) are 0.42, 0.46, 0.42 and
.24 K/day (0.4 9, 0.52, 0.4 8 and -0.07 K/day) larger than their

ounterparts using WB. It is obvious that WB is more capable of

ealing with the radiation in water cloud (low or middle cloud).

or ice cloud (high cloud) displayed by Fig. 2k,l, situations are dif-

erent between the δ-two-stream and the δ-four-stream schemes:

he absolute value of maximum error calculated by δ-2DDA-OB ( δ-

VIM&HSF-OB) is 0.21 (0.15) K/day larger than that of δ-2DDA-WB

 δ-2VIM&HSF-WB), while that of δ-4DDA-OB ( δ-4VIM&HSF-OB) is

.03 (0.11) K/day smaller than that of δ-4DDA-WB ( δ-4VIM&HSF-

B). 

In general, being consistent with the result of Zhang et al. [33] ,

he schemes using WB surpasses those using OB in handling the

loud radiation apart from a few exceptions. 

. Large-sample test 

.1. Accuracy of the terrestrial schemes 

All results in Section 3 are based on single column experi-

ent. And apparently, when only one reference atmospheric pro-

le, a preset surface emissivity and fixed cloud distributions were

sed, the lack of representativeness is always a problem. Consider-

ng such limitation, further explorations are conducted with Large-

ample test using more realistic atmosphere grid data (details can

e found in 23 ) by combining MODIS data (MOD08_M3; 38 ) and

RA-Interim reanalysis [39] . 
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Fig. 2. Similar to Fig. 1 , but without NS scheme, and suffix ‘-WB’ (‘-OB’) represents for the Whole Bands method (the One Band method). 
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Due to the enormous sample size, it is impossible to keep in-

estigating the vertical properties of each grid. Therefore, in or-

er to display the general characteristics of each column, a rep-

esentative index needs to be established. As pointed out by Ore-

poulos et al. [26] , while longwave fluxes may be quite adequately

imulated at the atmospheric column boundaries, net flux diver-

ences within the atmosphere that determine heating (or cooling)

ates may need further attention. By considering both radiative flux

nd heating rates, eventually, the net flux root mean squared error

RMSE, also known as standard error) of each column are calcu-

ated as follows: 

MSE(NF ) = 

√ ∑ NL 
k =1 (N F k − N F D 128 S 

k 
) 2 

NL 
, (14) 

here NL is the total level number of each column, NF k = F 
↑ 

k 
− F 

↓ 
k 

an be the net flux of any schemes at level k, and the order of

 

↑ 
k 

and F 
↓ 

k 
does not matter as long as it is consistent with that of

F D 128 S 
k 

, which is obtained in the same way as NF k but the fluxes

 F 
↑ 

k 
and F 

↓ 
k 

) are calculated by D128S scheme. 

Fig. 3 a ( Fig. 4 a) shows the monthly averaged cloud fraction in

anuary (July) 2018 and Fig. 3 b-f ( Fig. 4 b-f) display the RMSE(NF)

or NG, δ-2DDA, δ-2VIM, δ-4DDA and δ-4VIM schemes in the cor-

esponding period. The different colormaps indicate the different

alue scales. Note that the blank areas are caused by the miss-

ng or fill data coming from MOD08_M3. From Fig. 3 and Fig. 4 ,

wo evident tendencies can be found. Firstly, the general accuracy

f the terrestrial schemes increases significantly in the order of
S < δ-2DDA < δ-2VIM < δ-4DDA < δ-4VIM. Secondly, the er-

ors shown in Fig. 3 b-f ( Fig. 4 b-f) are evidently related to the cloud

raction in Fig. 3 a ( Fig. 4 a), which is consistent with common sense

nd the results gotten from Section 3 . 

However, there is also an unexpected phenomenon that can be

een in Fig. 3 e,f ( Fig. 4 e,f). The accuracy of δ-4DDA and δ-4VIM

ay be poorer than that of δ-2DDA and δ-2VIM in the skies with

ess cloud. And it seems that δ-4DDA and δ-4VIM can handle the

loudy skies even better than those skies with less cloud. This phe-

omenon will be discussed again in the last paragraph of this sub-

ection. 

To further investigate the scheme accuracy, statistical graphs are

rawn in Fig. 5 . Fig. 5 a displays the sample size distribution in

ifferent cloud fraction ranges ( ±5% of ticks in x-coordinate). The

umber of total samples in Fig 5 a is 106494 consisting of 54096

amples from January 2018 and 52398 samples from July 2018. For

ig. 5 b-f, the RMSE(NF) values of all samples are also sorted by

loud fraction ranges and shown by violin plots, of which the outer

hape represents all possible values with thickness indicating how

ommon and the inner marks illustrate a few statistical values. To

e specific, the lower black crosses, middle yellow crosses, upper

lack crosses and red lines present the 10% quantiles, median, 90%

uantiles and mean values respectively. 

Two tendencies shown in Figs. 3 and 4 can be observed more

learly in Fig. 5 . By comparing no matter the tick scales or the

tatistic marks in each colored bar of all schemes, the errors gen-

rally decrease in the order: NS > δ-2DDA > δ-2VIM > δ-

DDA > δ-4VIM, which is also confirmed by the statistics in
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Fig. 3. (a) Cloud fraction (%) and the RMSE of column net fluxes (W/m 

2 ) for (b) NG, (c) δ-2DDA, (d) δ-2VIM, (e) δ-4DDA and (f) δ-4VIM in January 2018. 

Table 1 

RMSE(NF) statistics of all samples in January and July 2018 for the five schemes, 

including minimum, first quartile, median, third quartile, maximum, mean values 

and standard deviations. 

Schemes Minimum 25% 50% 75% Maximum Mean S.D. 

NS 0.11 1.45 1.80 2.02 4.81 1.70 0.50 

δ-2DDA 0.21 0.66 0.80 0.90 2.58 0.79 0.21 

δ-2VIM 0.12 0.45 0.51 0.58 2.24 0.54 0.15 

δ-4DDA 0.10 0.34 0.39 0.46 0.62 0.39 0.10 

δ-4VIM 0.03 0.11 0.17 0.29 0.75 0.21 0.11 
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Table 1 . And their sensitivities of accuracy to cloud fraction are

reduced in the same order. As shown in Fig. 5 b,c, the RMSE(NF)

mean values rise with the increase of cloud fraction, especially for

NS scheme ( Fig. 5 b). And a wave shape begins to show up in the

mean value tendency of Fig. 5 c where the major trend of δ-2VIM

scheme is still the ascent though. However, when it comes to δ-

4DDA and δ-4VIM in Fig. 5 e,f, the line shape becomes wavier since

their mean errors peak in the cloud fraction range of 40%-60%, and

the errors of δ-4VIM with cloud fraction over 70% even have the

lowest mean values. 

To hark back to the plausible supposition about the capabili-

ties of δ-4DDA and δ-4VIM for handling the skies with less cloud,

an unfavorable conclusion is obtained by observing Fig. 5 . There

is no distinct tendency that the δ-four-stream schemes have bet-

ter accuracy in the cloudy skies than the skies with less cloud

( Fig. 5 e,f). And the δ-four-stream schemes have little inferiority in
ealing with the less cloudy skies compared to the δ-two-stream

chemes ( Fig. 5 c-f). 

.2. Accuracy of the overlap treatments 

The overlap methods are also examined by large-sample

est. The RMSE(NF) of WB (OB) is obtained by substituting

qs. (12) (13) into Eq. (14) . 

For the δ-two-stream schemes, the RMSE(NF) values of WB and

B are presented in Fig. 6 . By comparing δ-2DDA or δ-2VIM&HSF

n different overlap treatments, though general tendencies of WB

nd OB change similarly with cloud fraction ( Fig. 6 ), WB is supe-

ior to OB in accuracy in almost all aspects including the statistics

which can be confirmed in Table 2 ) and the distributions (which

an also be reflected by the standard deviations listed in Table 2 ). 

For the δ-four-stream schemes using WB and OB ( Fig. 7 ), the

ame nature that WB is superior to OB can be found. However,

he relative amounts of errors introduced by overlap treatments

ave significant differences between the δ-two-stream and the

-four-stream schemes. Taking the medium (50% quantiles) val-

es in Table 2 as an example, the medium value of δ-2DDA-

B is 1.42 times as large as that of δ-2DDA-WB while this mul-

iplier is magnified to 3 between δ-4DDA-OB and δ-4DDA-WB.

oreover, the multiplier in question is magnified with the ris-

ng of scheme accuracy: δ-2DDA & < δ-2VIM&HSF < δ-4DDA < δ-

VIM&HSF, and this trend is not limited to the medium values.

urthermore, by calculating the absolute deviations between statis-
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Fig. 4. The same as Fig. 3 but in July 2018. 

Table 2 

Same as Table 1 , but for the four terrestrial & solar schemes using WB and OB. 

Schemes Minimum 25% 50% 75% Maximum Mean S.D. 

Method 1: Whole Bands (WB) 

δ-2DDA-WB 0.21 0.64 0.78 0.87 2.55 0.77 0.20 

δ-2VIM&HSF-WB 0.14 0.48 0.56 0.62 2.25 0.57 0.15 

δ-4DDA-WB 0.10 0.34 0.39 0.46 0.62 0.39 0.10 

δ-4VIM&HSF-WB 0.03 0.16 0.22 0.31 0.67 0.24 0.10 

Method 2: One Band (OB) 

δ-2DDA-OB 0.26 0.95 1.11 1.29 2.94 1.11 0.28 

δ-2VIM&HSF-OB 0.21 0.79 0.92 1.05 2.66 0.91 0.23 

δ-4DDA-OB 0.20 0.64 0.85 0.97 1.30 0.80 0.23 

δ-4VIM&HSF-OB 0.11 0.49 0.65 0.80 1.14 0.64 0.21 

t  

t  

δ  

s  

v  

(  

2  

a  

t  

m

 

r  

c  

t  

s  

b

 

s  

F  

c  

i  

W  

A  

a  

c  

R  
ics of WB and OB in Table 2 , it can be found that the devia-

ions of the δ-four-stream schemes are higher than those of the

-two-stream schemes, and those of the δ-two-stream (or δ-four-

tream) schemes are close to each other. For example, the mean

alue difference between δ-4VIM&HSF-OB and δ-4VIM&HSF-WB

0.40 W/m 

2 ) is higher than that between δ-2VIM&HSF-OB and δ-

VIM&HSF-WB (0.34 W/m 

2 ) but close to that between δ-4DDA-OB

nd δ-4DDA-WB (0.41 W/m 

2 ). Hence, it is adequate to conjecture

hat the errors introduced by different overlap methods become

ore significant with the increase of the scheme accuracy. 

Even though Figs 6, 7 and Table 2 can reflect the general er-

ors of the solar and terrestrial flux, there is still positive-negative

ompensation (which stems from Eqs. 12 and 13 ) existing be-
ween them. This compensation might lead to the misjudgments of

cheme accuracy. And since the terrestrial errors have been shown

efore ( Section 4.1 ), the solar errors are yet to be discussed. 

Both Fig. 8 and Table 3 display the RMSE(NF) statistics for the

olar parts of F _ W B and F _ OB ( Eqs. 12 and 13 , which excluded all

 

ter ). The errors are similar in the schemes using OB and signifi-

antly lower when using the schemes with WB. In Fig. 8 , compar-

ng the scales of RMSE(NF) among the shemes with WB, δ-2DDA-

B and δ-4DDA- WB have better accuracy, especially δ-4DDA-WB.

s for δ-2HSF-WB and δ-4HSF-WB, they are limited by their simple

pproximation of downward calculation ( Eq. 2 ) and have lower ac-

uracy. However, different from solar schemes using OB, the mean

MSE(NF) of all solar schemes with WB ( Table 3 ) are much lower
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Fig. 5. Box plot (a) and violin plots (b-f) for all samples in January and July 2018 with the same scheme layout as Fig. 3 . The numbers laid above the bars in plot (a) 

represent for sample sizes and each color stands for a cloud fraction range as well as a sample size. 

Table 3 

Same as Table 2 , but for the solar radiation in the infrared region. 

Schemes Minimum 25% 50% 75% Maximum Mean S.D. 

Method 1: Whole Bands (WB) 

δ-2DDA-WB 0.00 0.02 0.03 0.04 0.07 0.03 0.01 

δ-2HSF-WB 0.00 0.01 0.02 0.06 0.16 0.04 0.03 

δ-4DDA-WB 0.00 0.00 0.00 0.00 0.01 0.00 0.00 

δ-4HSF-WB 0.00 0.02 0.03 0.06 0.16 0.04 0.04 

Method 2: One Band (OB) 

δ-2DDA-OB 0.07 0.26 0.46 0.53 0.72 0.41 0.15 

δ-2HSF-OB 0.09 0.36 0.50 0.57 0.75 0.46 0.13 

δ-4DDA-OB 0.06 0.31 0.49 0.56 0.75 0.44 0.15 

δ-4HSF-OB 0.09 0.36 0.51 0.57 0.76 0.49 0.14 
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than those of terrestrial schemes ( Table 1 ), which indicates that

the solar schemes with WB only contribute the small parts to total

radiation errors ( Table 2 ). In that case, the major attention might

be paid to the efficiency when choosing a solar scheme for infrared

region. 

Overall, WB is superior to OB in accuracy. And for the total ra-

diation, the differences among the solar schemes using WB (or OB)

are subtle. 

5. Computational efficiency 

The computational efficiency is always an essential criterion

for radiation models. The timing discussed in this section is the

CPU time obtained by using the FORTRAN intrinsic subroutine:
PU_TIME. Considering the precision of CPU_TIME subroutine and

o make the outcomes as stable as possible, each item shown in

able 4 is averaged from a loop of 10 0 0 0 times of calculations.

n Table 4 , the computing time of five terrestrial schemes and

he δ-two/four-stream schemes with WB and OB is obtained by

lgorithm Only (which gets rid of processes like optical parame-

er preparation) or Radiation Model respectively to focus on the

cheme performance or the application prospect. The ’(&HSF)’ in

he first row of the table only valid with the Whole Bands or One

and case. Both results of Algorithm Only and Radiation Model are

ormalized to the terrestrial δ-2DDA scheme. 

As shown in Table 4 , the efficiency of NS looks incomparable,

hich is mainly due to the neglect of scattering and paid by the

ccuracy. And it is also because the NS timing here is more like
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Fig. 6. Similar to Fig. 5 , but for the terrestrial & solar results of δ-two-stream schemes, and suffix ’-WB’ (’-OB’) represent for the Whole Bands method (the One Band method). 

Fig. 7. The same as Fig. 6 , but for δ-four-stream schemes. 

a  

w  

u  

t  

n  

s

 

s  

g  

t  

s  

p  
 reference standing for the efficiency of RRTMG_LW original code,

hich adopts some advanced technologies like pre-computed look-

p table for the Plank Function. Such technologies are not applied

o any of the other schemes here since the code improvement is

ot the major aim of this work, which also means these schemes

till have space to improve efficiency. 
An interesting phenomenon can be found in Table 4 that the

chemes with OB are more efficient than those with WB in the Al-

orithm Only scenario, but they are comperable to each other in

he Radiation Model case. The reason is that the Algorithm Only

cenario does not include the time consumed by optical parameter

reparation, which is necessary for solar calculation in OB ( F sol 
29 

in
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Fig. 8. Similar to a combination of Figs. 6 and 7 , but for the results of solar radiation. And note that the scales of the y-coordinate in the first row are not the same here. 

Table 4 

The timing of the radiative transfer calculations (normalized to the terrestrial δ-2DDA 

scheme) with the terrestrial schemes and the schemes using WB and OB. The timing 

is calculated by Algorithm Only and Radiation Model. 

Overlap treatments NS δ-2DDA δ-2VIM δ-4DDA δ-4VIM 

(&HSF) (&HSF) 

Algorithm Only 

Terrestrial Schemes 0.14 1.00 1.16 1.94 1.84 

Whole Bands (Suffix ‘-WB’) 1.20 1.25 3.17 3.27 

One Band (Suffix ‘-OB’) 1.10 1.28 2.28 2.12 

Radiation Model 

Terrestrial Schemes 0.60 1.00 1.08 1.45 1.40 

Whole Bands (Suffix ‘-WB’) 1.09 1.12 2.02 2.07 

One Band (Suffix ‘-OB’) 1.53 1.62 2.11 2.02 
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Eq. (13) ) but not needed for that in WB, where the optical param-

eters are shared by the solar and terrestrial calculations. 

Generally, the efficiency of the δ-two-stream (or δ-four-stream)

schemes are comparable to each other while the NS scheme is

the most efficient. And for the schemes using WB in the Ra-

diation Model case, the running time consumed by δ-4DDA-WB

( δ-4VIM&HSF-WB) is about 1.85 times that of δ-2DDA-WB ( δ-

2VIM&HSF-WB). 

6. Summary and conclusions 

This paper presents the comparisons of performance for five

TRT schemes and four δ-two/four-stream schemes with two dif-

ferent overlap methods using RRTMG. And a simple scheme is es-

tablished to deal with the solar radiation in the longwave region. 

With a single column experiment, the heating rate errors are

compared in Section 3 . It is found that the maximum heating rate

errors appear around the cloud top and the accuracy are increased

in the order: NS < δ-2DDA < δ-2VIM < δ-4VIM < δ-4DDA.

Moreover, the schemes with WB is broadly superior to those with

OB in dealing with radiation under cloudy skies. 

However, to detect the possible scheme behaviors in real ap-

plications, the single column experiment is far from enough. In

Section 4 , the Large-sample test is conducted to compare the col-

umn RMSE(NF) of different TRT schemes and the schemes using

different overlap methods. The errors are generally decreased in

the sequence that NS > δ-2DDA > δ-2VIM > δ-4DDA > δ-4VIM,

while their sensitivities of accuracy to cloud fraction are reduced in
he same order. In addition, WB overwhelms OB in accuracy, and

uch advantage is more significant in the δ-four-stream schemes

han that in the δ-two-stream schemes. 

Further exploration about computational efficiency is also pre-

ented. The NG scheme has matchless efficiency at the cost of ac-

uracy. In the Radiation Model scenario, the schemes using WB run

s fast as those using OB, and the time consumed by the schemes

ith WB varies as δ-2DDA-WB ≈ δ-2VIM&HSF-WB < δ-4DDA-

B ≈ δ-4VIM&HSF-WB, in which the running time of δ-4DDA-

B ( δ-4VIM&HSF- WB) is about 1.85 times that of δ-2DDA-WB ( δ-

VIM&HSF-WB). 

Given that outstanding performance, δ-4DDA-WB and δ-

VIM&HSF-WB may deserve more promotions and extensive appli-

ations. 
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