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Abstract 

Four dimensional ensemble-variation data assimilation (4DEnVar) is the method 

that considers the flow dependent background error covariance (BEC) and 

asynchronous observations throughout the assimilation window, which avoids the 

maintenance of the adjoint model. The impacts of assimilation of radial velocity (Vr) 

data using hybrid-4DEnVar for the analyses and forecasts of hurricane Ike are 

investigated using Weather Research and Forecasting and Data Assimilation model 

(WRFDA). 4DEnVar is coupled with Ensemble Transform Kalman Filter (ETKF) by 

updating the ensemble mean by the hybrid scheme and the ensemble perturbations are 

updated by the ETKF. Single observation tests for typical Jet cast and tropical cyclone 

(TC) case are conducted before the real hurricane Ike (2008) case. It is found that the 

analysis increment moves downstream by the end of the assimilation window. The 

linear propagation represented by the 4DEnVar method is close to the full nonlinear 

model integration. For the real IKE case, it is found that positive and spiral 

temperature increments, best track and intensity forecast are found in 4DEnVar 

experiment, indicating a more realistic thermal structure of hurricane Ike. 3DEnVar 

and 3DVar-FGAT are limited due to the lack of the BEC description spatially and 

temporally. 3DVar experiment produces much smoother and weaker increments with 

cold temperature increments at the hurricane vortex center at lower levels.  

 

Keywords: radial velocity data; WRF data assimilation; 4DEnVar; numerical 

simulation 

 

1. Introduction 

Basic variational data assimilation (DA) refers to three-dimensional (3DVar) or a 

four-dimensional (4DVar) approach to provide optimized initial conditions in 

numerical weather prediction (NWP) model. Variational DA methods are widely used 
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in operational NWP centers as well as research centers (Sun et al., 2016). 4DVar is 

more sophisticated compared to 3DVar, which involves three spatial and one temporal 

dimensions. 4DVar aims to find the trajectory that best fits the past and present 

observations to estimate the flow-dependent error referred as background error 

covariance (BEC) matrix, but it generally requires iteration of an adjoint model. Thus, 

the computational cost of 4DVar and the effort to develop and maintain the adjoint 

model is rather demanding. BEC is an important component in data assimilation 

system, largely dominating the error correlations between different analysis variables. 

BEC allows DA to determine the weight to more accurate data (observation or 

background) and also to spread observational information between different model 

variables. To take advantage of the flow-dependent and time dependent error 

covariances from the ensemble based DA method, hybrid variational/ensemble 

approaches are proposed by Hamill and Snyder (2000) to express the BEC as a linear 

combination of static and ensemble based contributions in the variational cost 

function. The hybrid approaches are on the increase with the consideration of limited 

ensemble size due to restricted supercomputing capacity (Pan et al., 2014). 

New data assimilation methods are highly required to utilize the strengths of each 

data assimilation method while reducing their individual weaknesses. Four 

dimensional ensemble-variational data assimilation (4DEnVar) is the method that 

considers the flow dependent BEC and time dependent observations. It computes the 

evolving uncertainty directly from the ensemble, replacing the linear approximation 

used in 4DVar, thus avoiding the maintenance of the adjoint model. 4DEnVar system 

needs to be coupled with another independent ensemble DA system to update the 

ensemble members, such as the Ensemble Kalman Filter (EnKF; Evensen, 1994) and 

Ensemble Transform Kalman Filter (ETKF; Bishop et al., 2001).  

Early studies on such coupled data assimilation method for 4DEnVar include 

proposing, testing, and demonstrating new algorithms using simple models and 

simulated observations (e.g., Qiu et al., 2007; Tian et al., 2008; Liu et al., 2008; Liu et 

al., 2009; Wang et al., 2010; Desroziers et al., 2014; Fairbairn et al., 2014 ). More 

recently, the 4DEnVar method has been implemented and successfully investigated 
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for global NWP models (Andrew, et al., 2014, Buehner et al., 2010a,b; Buehner 2013; 

Kleist and Ide 2015a,b; Lorenc et al., 2015). In Liu et al., (2009), a localized matrix is 

introduced into the algorithm for ensemble covariance localization and Liu and Xiao 

(2013) further applied it to real data problems. Buehner et al., (2010b) performed an 

intercomparison study for the Canadian operational global NWP model, and found 

that the 4DEnVar improved upon their operational, nonhybrid-4DVar in the tropics 

and Southern Hemisphere, but not in the Northern Hemisphere. It was also found that 

4DEnVar performed slightly worse than a hybrid-4DVar. Buehner et al., 

(2013) further compared 4DEnVar, 3DVar, and 4DVar for global weather prediction. 

They found that 4DEnVar is always better than 3DVar and is either similar or better 

than 4DVar in the tropical troposphere and the winter extratropical regions.  Wang 

and Lei (2014) performed a comparison study of hybrid 4DEnVar with the three 

dimensional ensemble-variational data assimilation (3DEnVar) using the NCEP GFS 

(model) at a low resolution. They found that 4DEnVar is better than 3DEnVar, with a 

larger impact in the extratropical troposphere than in the tropics. Kleist and Ide 

(2015b) evaluated hybrid-4DEnVar with various initialization techniques within the 

National Centers for Environmental Prediction Global Data Assimilation System 

(GDAS) using simulated data. They found that the hybrid-4DEnVar can reduce 

analysis error for most variables at most levels, especially in the extratropics, 

compared to hybrid 3DEnVar. Finally, Lorenc et al., (2015) compared hybrid-4DVar 

and hybrid-4DEnVar. Hybrid-4DVar was found to perform better than 

hybrid-4DEnVar in the Met Office global operational system. It is noted that the 

4DEnVar algorithm is a natural extension of earlier proposed 3DEnVar (Lorenc 

2003; Buehner 2005; Wang et al., 2007, 2008a, 2008b; Wang 2010). Lu et al., (2017) 

found using 4DEnVar to assimilate tail Doppler radar (TDR) data improves the 

analyzed storm intensity forecasts compared to 3DEnVar although 4DEnVar slightly 

degrades the track forecast. 

In addition, 4DEnVar is expected to be extremely suitable for four-dimensional 

observations with high spatial or/and temporal resolution, such as radar observation. 

Wang et al., (2013a) improved short-term quantitative precipitation forecasting (QPF) 
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using a 4DVar technique in Weather Research and Forecasting Model (WRF). Li et 

al., (2012) and Shen et al., (2016) used 3DEnVar in the framework of WRF to 

assimilate radial velocity (Vr) data for the prediction of hurricanes. Most of these 

studies fully or partially apply a three dimensional (3DVar, 3DEnVar) or four 

dimensional (4DVar, En4DVar) variational method (Wang et al., 2013a, 2013b).  

Despite the successful applications of the various 4D ensemble–variational 

approaches, to date there is no published study applying a hybrid-4DEnVar method to 

the assimilation of radar data at a convection-allowing resolution for tropical cyclone 

(TC) predictions. In the current study, the authors apply a hybrid-4DEnVar system for 

the WRF model to examine the effectiveness of a 4D ensemble data assimilation 

system that does not require linearized models. Results are compared with a 3DVar, 

3DVar-First Guess at Appropriate Time (FGAT, Rabier et al., 1998, Lawless 2010), 

and the 3DEnVar method in the TC analysis and forecast respectively. Meanwhile, 

this study also investigates the impact of the linear assumption for the temporal 

propagation through covariance of ensemble perturbations. The rest of the manuscript 

is organized as follows. In Section 2 we briefly describe the hybrid-3DEnVar and 

hybrid-4DEnVar DA schemes. A set of single-observation experiments are conducted 

to diagnose the behavior of the 4D ensemble covariance in Section 3; We present the 

configuration of the experiments and the analysis and forecast results from each 

experiment in Section 4 and 5. A summary and some further discussion are provided 

in Section 6.  

2 Methodology 

2.1 WRF hybrid-3DEnVar system 

The variational method is typically non-probabilistic approach to provide a single 

estimate of the state optimally. Given a first guess of the state (background) with the 

covariance matrix B, and the observation with the covariance matrix R, the updated 

state minimizes the departure to both the background and the observation with a cost 
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function. Practically, the algorithm is realized with the incremental as the control 

variable. Details can be referred in WRFDA (Wang et al., 2008a,b, Barker et al., 

2012). At t=0, the cost function is composed of the background term bJ  and the 

observation term oJ  , which is formed as, 

     ' ' '
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replaces the traditional 3DVar background term bJ . eJ  is associated with the 

ensemble based BEC. A performs localization of the ensemble BEC by controlling the 

spatial correlation of extra control variable a , which contains ak  ( ) for the 

K ensemble member. The hybrid-3DEnVar analysis increment is formed with the 
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, where xk
e

 ( ) is the kth ensemble perturbations normalized by 1K   

(Wang 2010).  

2.2 WRF hybrid-4DEnVar system 

To expand the time dimension from t=0 to t=  , the cost function of hybrid 

-4DVar (ensemble BEC incorporated with 4DVar) is, 
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where td  is the innovation from different times as, '

1( )t t t t
    d y xH M . tM  is 

tangent linear version of the full integration model tM . tH  is the linearized 

observation operator at different times. The analysis increments '

1x  represents for the 

analysis increment at the beginning of the time window from the static BEC. Similar 

with hybrid-3DEnVar, the final hybrid-4DVar analysis increment is formed with the 

static '

1x  and  
1

K
e

k k

k

 a x  with the flow-dependent BEC.  

It is found that in hybrid-4DVar equals to hybrid-3DVar when =0, the tangent 

linear model M and its adjoint MT  have to be employed in hybrid-4DVar 

minimization. The total analysis increment in observation spaces is formed as 
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  Eq. 6 can be further changed to avoid the linear approximation in the forward 

model, 
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tM is neglected in the first term and second terms. The propagation of the ensemble 

perturbation is replaced by the perturbation of the nonlinear ensemble forecast, 

where e( )t xM is the ensemble forecast mean at time t. The analysis increment is 

actually a linear combination of the predicted ensemble perturbations. The 

assumption in the first term and second terms in Eq. (7) is equivalent to that in 

3DVar-FGAT (Vialard et al., 2003, Weaver et al., 2003, Barret et al., 2008) and 

4DEnVar (Schwartz et al., 2015, Liu et al., 2009, Liu et al., 2008b) respectively 

(Poterjoy and Zhang 2016). The ensemble members are updated together with the 

ETKF method (Bishop et al., 2001), which uses one transform matrix without 

localization. Here 
tM  is linearized about a nonlinear forecast from the beginning of 

the assimilation window to time t with e( )t kxM , with a simplified physical 

parameterization schemes.  

3. Single-observation experiments   

 Several single observation experiments that assimilate only one single pseudo 

observation are performed to diagnose the behavior of the 4D ensemble covariances 

within the WRF hybrid-4DEnVar framework. We choose two different cases. A 

strong midlatitude jet stream case and a hurricane case are applied to represent the 

situation for strong advection and complex nonlinear physics as well as moist 

processes respectively.  

The WRF model (Skamarock et al., 2008) is employed as the forecast model, which 

is a three-dimensional, compressible, non-hydrostatic atmospheric model. The 

physical parameterizations are used as follows: the WRF Single-Moment 6-Class 

scheme (Hong et al., 2004); the Yonsei University (YSU) boundary layer scheme 

(Noh et al., 2003; Hu et al., 2013); the 5- layer thermal diffusion model for land 

surface processes scheme; the Rapid Radiative Transfer Model (RRTM) longwave 

radiation scheme (Mlawer et al., 1997); and the MM5 shortwave radiation scheme 
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(Dudhia, 1989); the Grell-Devenyi cumulus parameterization (Grell and Devenyi, 

2002). The case-dependent static BEC matrixes are estimated with the National 

Meteorological Center (NMC) method (Parrish and Derber, 1992) based on the 

differences of the 24 and 12 h forecasts initiated from Global Forecast System (GFS) 

analyses at 0000 and 1200 UTC for each day for a month. The two pseudo- 

observations are described in Table 1. 

Table 1. The two observation types for the single-observation experiments in section 3 

Case Jet stream Hurricane Ike 

Direction Westerly Southerly 

y − y0  10 m/s 10 m/s 

Location 41°N, 41°W (500 hPa) 28.6°N, 92.6°W (850 hPa) 

Time 0300 UTC 1 Nov 2011 0300 UTC 13 Sep 2008 

3.1 Single-observation tests for Jet case. 

For the first case, the polar jet stream is located in the region of North Atlantic 

Ocean in the southeast of Newfoundland. The model domain is configured with 150

150 grids horizontally and 41 levels vertically with 30 km resolution. The observation 

is described in the Table 1. A westerly wind is located at (41°N，41°W) with an 

innovation of 10 m/s at a pressure of about 500 hPa. The wind speed for this example 

is about 60 m/s. Forecast ranges of 3-h, 6-h, and 9-h are initialized from 0000 UTC 1 

November 2011. Fig. 1 shows the jet stream wind fields for the background  at 

0300 UTC, 0600 UTC (the analysis time), and 0900 UTC 1 November 2011, which is 

treated as fg01 (the 1st first guess), fg02 (2nd first guess), and fg03 (the 3ird first 

guess) respectively. The assimilation window is defined between these times. The 

observation is located at the beginning of the assimilation window at the time of 0300 

UTC, referred as ob01 (the first observation). In addition, the observation is chosen to 

reside upstream from the base of a shortwave trough, similar to the single-observation 

experiments shown in Buehner et al. (2010a). 
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FIG. 1. Plot of the background wind fields for the jet stream example at 500 hPa, at times (a) 0300 

(b) 0600 and (c) 0900 UTC 1 Nov 2011 (shaded, wind magnitude (m/s), Solid line, the pressure 

contours). The observation is located at the white dot, but is only present at 0300 UTC. 

For the Jet case, we conduct three single-observation tests to investigate the 

sensitivity of the WRF hybrid-4DEnVar to ensemble size over the 6-h assimilation 

window. All of the single-observation experiments used a 500 km horizontal 

localization length scale and 100% ensemble covariance. The single-observation 

experiments with 20, 40 and 80 members (refer to as 4DEnVar-20m, 4DEnVar-40m, 

4DEnVar-80m, respectively). The same single-observation test can be utilized to 

further investigate the impact of temporal evolution of the flow dependent ensemble 

BEC in 4DEnVar, by differentiating the analysis increments at various times. For the 

4DEnVar algorithm, the propagation of information is achieved implicitly through 

correlations represented by the 4D ensemble perturbations with a limited ensemble 

size. In 4DEnVar-20m, a single wind observation at 0300 UTC 1 November 2011 was 

assimilated. It is evident that the analysis increment at the beginning of the window 

(Fig. 2a) exhibits a heterogenous structure, since the ensemble covariance captures the 

“errors of the day.” In addition, the center of the maximum increment was more closely 

collocated with the location of the observation. Also note that the analysis increment in 

4DEnVar-20m experiment that utilized 100% ensemble BEC covariances exhibits a 

wind increment that is stretched along the height gradient as would be expected. Fig. 2d 

shows the resulting analysis increment of wind at 500 hPa valid at the middle of the 

6-h assimilation window. Relative to the observation location (black dot), the center of 
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the maximum increment was displaced downstream toward the east and northeast  

during the 6-h assimilation window. This result was consistent with that the analysis 

time was 3-h later than the observation time and the prevailing background wind was 

blowing eastward. The increments have moved downstream by the end of the 

assimilation window (Fig. 2g). Given the severity of the sampling error with only 20 

ensemble members (Fig. 2a, d, g), we performed two additional sensitivity experiments 

denoted 4DEnVar-40m and 4DEnVar-80m. The ensemble size is increased from 20 to 

40 members in 4DEnVar-40m, leading to relatively smaller sampling errors (Fig. 2b, e, 

h). We further increase the ensemble size of the 4DEnVar experiment to 80 members 

(4DEnVar-80m) to compare with the other two sensitivity experiments. A larger 

ensemble size improves the estimate of the flow dependent ensemble BEC and 

therefore reduce the sampling errors to a level, again suggesting that would result in a 

more reliable estimate of the ensemble BEC, followed by appropriate analysis 

increments. Overall, All the three sensitivity experiments show the temporal evolution 

of the observation information, though the observation is set only at the beginning of 

the assimilation window (Fig, 2a, b, c). It is expected that 4DEnVar experiment with 

more ensemble members is able to better capture the error of the day, indicating Fig. 

2c, f, i in the right column is most appropriate analysis increment.  
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FIG. 2. 500-hPa wind analysis increment (unit, m/s) valid at the beginning (1st row), middle (2nd 

row), and end (3rd row) of the assimilation window for the 4DEnVar-20m (first column) 

4DEnVar-40m (second column) and 4DEnVar-80m (third column). The black solid contours are 

the background 500-hPa geopotential height (dam) valid at  the center (middle) of the assimilation 

window. 

The single-observation experiments are further designed to explore the 4D 

representation of the climatological and ensemble BECs for hybrid-4DEnVar. Four 

single-observation experiments (Conv model i, ii, iii, iv in Table 2) are further 

designed with different weights of ensemble background error covariance (EBE) and 

static background error covariance (SBE) to illustrate the effect of 4D ensemble 
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covariance. They are also designed to explore the effect of horizontal localization 

(listed in table 2) on the ensemble covariance. The single observations are located at 

the beginning of the assimilation window. The analysis increments are plotted for the 

background times (i. e., -3h, 0, +3h) to illustrate the impact of the temporal evolution 

of the ensemble BEC in the hybrid-4DEnVar. 

Table 2. Covariance (Cov) models used for the single-observation experiments. 

Cov model i ii iii iv 

SBE 1.0 0.0 0.0 0.5 

EBE 0.0 1.0 1.0 0.5 

L (km) - 500 1200 1200 

Firstly, the hybrid-4DEnVar analysis increments with 100% ensemble BEC in 

Cov model ii are compared for Cov model i, where the pure static climatological 

covariance is employed. The increments from Cov model i and Cov model ii are 

shown in Figs. 3a–c and Figs. 3d-f respectively. For Cov model i, hybrid-4DEnVar is 

equivalent to 3DVar-FGAT. A homogeneous structure is observed at the start of the 

assimilation window (Fig. 3a),with the use of the 3D climatological covariance. For 

the following 6-h assimilation window (middle and end), the analysis increments look 

very similar with the increment in the beginning during the assimilation window. (Fig. 

3b, c) with no temporal evolution. 

Cov model ii uses a pure ensemble covariance in hybrid-4DEnVar with a 500 km 

localization scales. It is noted that there is a heterogenous structure in the analysis 

increment at the beginning of the window of 0300 UTC 13 September (Fig. 3d), with 

the “errors of the day” captured by the ensemble covariance. The analysis increment 

moves downstream by the end of the assimilation window at 0600 UTC 13 

September.  
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Cov model iii is the same as Cov model ii but applies relatively relaxed 

localization length scale of 1200 km. The analysis increments are expected to spread 

out over a larger area. It seems that the wind increments from the Cov model iii 

suffers from spurious correlations in terms of sampling error more so than that from 

the Cov model ii which applies a shorter localization scale. The spurious correlations 

are identified using the reference of the increments in Figs 2c, 2f, 2i with a rather 

larger ensemble size. It indicates that in this case, given an ensemble with 80 or more 

members, broader localization is still suitable.  

Cov model iv is same with cov model iii, but with mixed hybrid 

background-error covariance matrix. The analysis increments for Cov model iv are 

expected to be a linear combination of the increments for Cov model i and Cov model 

iii effectively. It should be noted that the spurious correlation problem is reduced by 

adding a time- invariant, static contribution to the background error covariance clearly, 

whereas it still maintains the 4D nature of the increment (Kleist. et al. 2015). 
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FIG. 3. Wind analysis increments for the jet stream case. Using Cov model i: (a) hybrid-4DEnVar 

increment at the start of the window, (b) at the middle of the window, and (c) at the end of the 

window. (d)–(f), (g)–(i), (j)–(l) Equivalent to (a)–(c) and correspond to Cov models ii, iii, and iv, 

respectively. As in Fig. 2 the dot shows the observation position. 

3.2 Single-observation tests for Hurricane case. 

For the Hurricane case, the model domain has a 515 × 515 horizontal grid and 43 

vertical levels up to 30 hPa model top and the grid spacing is 4 km. Hurricane Ike is 

chosen as the second case, which is one of the strongest hurricanes in 2008, with its 

eye located near southern Cuba. Fig. 4 shows the wind fields of fg01 at 0300 UTC, 

fg02 at 0600 UTC, and fg03 at 0900 UTC at 850 hPa on 13 September 2008. The 

strongest winds are observed in the eastern of its eye. The observation is designed in 

the east of the hurricane of the location (28.6°N, 92.6°W, 850 hPa) at 0300 UTC at 13 
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Sep 2008 only for the beginning of assimilation window in Table 1. Only a 40 

ensemble members are applied instead of 80 ensemble members in the jet case, due to 

the computational reasons for the configuration with a rather high resolution (5 km 

with 401 40141 model grids) for hurricane Ike. The relatively small ensemble size 

is not likely to change the conclusions of the experiments, since it still keeps the 

ability of the hybrid-4DEnVar to propagate the increment through the assimilation 

window. 

 

FIG. 4. Background wind fields for the hurricane Ike at 850 hPa, at times (a) 0300 (b) 0600 and (c) 

0900 UTC 1 September 2008. (shaded, wind magnitude (m/s) ). 

Cov model i, ii, iii, iv in Table 2 are also applied to the hurricane case to illustrate 

the effect of ensemble BEC and different horizontal localization on the analysis 

increment with relatively higher resolution. The geopotential height analysis 

increments are shown for different assimilation window times (i. e., -3 h, 0 h, +3 h) 

with the single observation located at the beginning of the assimilation window. 

Similarly with the jet case, the increments from Cov model i with the pure static 

climatological covariance, a notable dipole structure is observed during the whole 

data assimilation window (Fig. 5a-c) with no temporal evolution. The increments of 
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the geopotential height suggested the assimilation of the single wind observation at t = 

-3h corrected the position of the hurricane in the background forecast at t = 0 by 

moving the vortex with low geopotential height northward, which is consistent with 

Wang and Lei (2014). By using a pure ensemble covariance in hybrid-4DEnVar in 

Cov model with a 500 km localization scales. A heterogenous pattern in the analysis 

increment at the beginning of the window of 0300 UTC 13 September (Fig. 5d) is 

observed with the flow-dependent BEC from the ensembles. When increasing the 

localization length scale from 500 km to 1200 km, the analysis increments spread 

over a larger area (for example in the northeast side of the domain), which may 

introduce spurious correlations especially for the hurricane case with smaller scales 

compared to the jet case, by comparing the 2rd column and the 3rd column in Fig. 5. 

Cov model iv applies a mixed hybrid background-error covariance matrix, which 

alleviates the spurious correlation problem and keeps the 4D nature of the increment 

by partly introducing a time-invariant, static background error covariance. 
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Fig. 5. Same as Fig.3 but for the geopotential height increments (color shades, units: m) at 850 hPa 

for the hurricane case.  

In 4DEnVar, the temporal propagation of observation information within the data 

assimilation window is effectively achieved through covariance of ensemble 

perturbations at discrete times. Although the ensemble forecasts were generated by 

full nonlinear model integrations, the temporal propagation through covariance of 

ensemble perturbations contains a linear assumption. Several single observation tests 

are conducted to illustrate how well the nonlinear propagation is implicitly 

represented by the 4DEnVar method when compared to the full nonlinear model 

integration. First, the single wind observation in Table 1 at t=-3 h was assimilated 

with the 3DVar method to generate the analysis valid at t=-3 at 0300 UTC 13 

September 2008. Two forecasts were launched by the states at t=-3 h with and without 
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assimilating the single observation, respectively. The difference in the two forecasts 

are shown in Fig. 6a, reflecting the increment valid at t = 0 by propagating the 

increment at t = -3 h using the full nonlinear model integration. Therefore, it can be 

served as the verification reference of increments generated by 4DEnVar and 

3DEnVar. The spatial pattern of the geopotential height increment (Fig. 6a) contains 

small-scale information and a dipole structure close to the center with a negative and a 

positive increment in the north and the south of the hurricane inner core area 

respectively. Similar to Fig. 5, the dipole structure is related to the vortex movement 

after DA. The increments from 4DEnVar in Figs.6b, 6c, and 6d using 100%, 80%, 75% 

ensemble BECs perform rather similarly and stablely in two aspects. Firstly, the 

increments from Fig. 6b-6d are positive and negative in the south and north of the 

hurricane center. Secondary, small-scale inhomogeneous increments from Fig. 6b-6d 

are found to approximate those from the nonlinear model in Fig. 6a with similar spiral 

patterns. When further decreasing the ensemble weight to 25%，0%, the increment 

with a clear and dominant dipole structure is observed in Figs. 6e and 6f. The negative 

and the positive increments on the north and the south side of the eyes become 

stronger due to the use of the 100% static BEC generated from NMC method. When 

the single observation located at t=0 is assimilated with 3DEnVar, the increment 

becomes smaller in both magnitude and scale. Such increment is probably due to the 

use of the 100% ensemble based BEC, which is likely to include smaller background 

error than those in the static BEC. In Fig. 6h, the isotropy static background 

covariance contribute to 100% weight leading to a large increment with a strong 
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homogenous pattern. 

 

FIG. 6. Geopotential height increments (color shades, units: m) at 850 hPa valid at the middle of a 

6-h assimilation window after assimilating a single meridional wind observation. Black contours are 

background height fields valid at the middle of the assimilation window. The observation was 

located at the black square sign and valid at the beginning of the assimilation window. Increments 

are by (a) model integration, 4DEnVar with (b) 100% ensemble weight, (c) 75% ensemble weight, 

(d) 50% ensemble weight, (e) 25% ensemble weight, (f) 0% ensemble weight, (d) 3DEnVar with 

100% ensemble weight, and (e) 3DEnVar with 0% ensemble weight 

From the single observation tests, it is found that larger ensemble size is able to 

better capture the error of the day. For both jet case and hurricane case, there are 

heterogenous structures in the analysis increment at the beginning of the assimilation 

window, with the “errors of the day” captured by the ensemble covariance, which can 

be transformed to the end of the assimilation window. Also note that the linear 

propagation represented by the 4DEnVar method is close to the full nonlinear model 

integration. 

 

4. Real observation experiments 

4.1 The model configuration  

The WRF model (Skamarock et al., 2008) is employed as the forecast model, 
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which is a three-dimensional, compressible, non-hydrostatic atmospheric model. The 

model domain has a 515 × 515 horizontal grid and 43 vertical levels up to 30 hPa 

model top and the grid spacing is 4 km. The physical parameterizations are used as 

follows: the WRF Single-Moment 6-Class scheme (Hong et al., 2004); the Yonsei 

University (YSU) boundary layer scheme (Noh et al., 2003; Hu et al., 2013); the 

5-layer thermal diffusion model for land surface processes scheme; the Rapid 

Radiative Transfer Model (RRTM) longwave radiation scheme (Mlawer et al., 1997); 

and the MM5 shortwave radiation scheme (Dudhia, 1989); the Grell-Devenyi 

cumulus parameterization (Grell and Devenyi, 2002). 

4.2 The data assimilation setup 

To better illustrate the features of the WRF hybrid-4DEnVar, four data 

assimilation experiments denoted as 3DVar, 3DVar-FGAT, 3DEnVar, and 4DEnVar 

are conducted. Table 3 summarizes the experimental configurations. All experiments 

assimilated radar Vr data since it is found in previous study (Shen et al., 2015), that 

the background state without Vr data assimilation is too coarse to enhance the 

inner-core structure. 3DVar is provided as a benchmark for comparison, which 

ignores the flow-dependent background error and the temporal evolution of the BEC. 

3DVar-FGAT applied multiple time slots, but treating all the innovation valid at the 

center without including the ensemble-based BEC. The BEC estimated from the 

ensemble valid at the center of the assimilation window is used in 3DEnVar, while 

4DEnVar considers the time evolution of the EBC by spanning the assimilation 
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window. The case is based on the hurricane Ike, which is one of the strongest 

hurricanes in 2008 in Atlantic.  

 

Table 3 

 Experiment Name  Time Slot Ensemble Perturbation(EP) 

1 3DVar 1 N/A 

2 3DVar-FGAT 3 N/A 

3 3DEnVar  1 EP02(center) 

4 4DEnVar 3 EP01(-15min),EP02(center),EP03(+15min) 

  The data assimilation starts from 0000 UTC on 13 September 2008 to 0300 UTC 

on 13 September 2008 every 30 minutes for 3DVar, 3DVar-FGAT, 3DEnVar and 

4DEnVar. In 3DVar and 3DVar-FGAT, the background is the forecast initiated 6-h 

earlier from the NCEP operational GFS 0.5° × 0.5° analys is at 1800 UTC on 12 

September 2008. For 3DEnVar and 4DEnVar, 40 ensemble forecasts were generated 

by randomly perturbing the GFS analysis valid at 1800 UTC 12 September 2008. 

Except for the experiment with 40 ensemble members, we also conducted 

experiments that used 20 and 60 ensemble members respectively. It is found that the 

analysis increments, the resulting track, and intensity forecasts of the experiment with 

20 ensemble size is noticeably inferior to those of 40 or 60 ensembles, similar to the 

finding of Li et al. [2012]. It is also found that experiments with 60 members yield 

results rather comparable or slightly better than experiments with 40 members. Due to 

the demanding cost with large ensemble size and the limited computational resource, 

this study focuses on the comparison of the results with 40 ensemble members. 

Ensemble members are initially dynamically balanced using the CV5 BEC statistics 
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in the WRFDA system. The ensemble forecast means are applied as the first guesses 

in 3DEnVar and 4DEnVar. Radar Vr observations within  5 min of each analysis 

time in 3DVar and 3DEnVar are assimilated setting the observation error 2 m/s 

empirically. The quality control of the Vr observations is conducted using the 

88d2arps package in the ARPS model and the SOLO software (Oye et al., 1995) 

developed by NCAR to identify unwanted radar echoes. The details of the radar 

observations and quality control can be found in Shen et al. (2017) for reference. For 

3DVar-FGAT and 4DEnVar, observations and corresponding backgrounds at three 

time slots (-15 min, 0 min, +15 min) are prepared for calculating the innovations. 

3DEnVar and 4DEnVar evolve one group and 3 groups of ensemble perturbations 

respectively with 60 km and 3 km horizontal and vertical localization scales. 18-h 

deterministic forecasts are conducted for all the experiments either initialized from the 

deterministic analysis or the ensemble analyses mean.  

5. Results 

5.1 ensemble forecasts 

The key component of the WRF hybrid-4DEnVar is incorporating the temporal 

evolution of the error covariance within the assimilation window in a flow dependent 

manner. The ensemble spread of wind and temperature for the three assimilation 

windows (-15 min, 0, +15 min) at the 18 th model level (close to 500 hPa) is shown in 

Fig. 7 valid at 2345 UTC 12 September 0000 UTC 13 September and 0015 UTC 13 

September respectively. The ensemble spread reveals patterns that reflect observation 
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locations as well as features of the weather conditions (Shen et al., 2015). Large 

spread is found in the center of hurricane Ike for temperature and winds, reflecting 

larger forecast uncertainty of hurricane Ike. It is found that the patterns and the 

magnitude of the spreads vary with the forecast leading time, indicating the error of 

the day. The temporal evolution of the flow-dependent error is expected to be utilized 

in the 4DEnVar.  

 

FIG. 7. Ensemble spread for (a-c) temperature (K), (d-f) wind speed (m/s) valid at (a,d) 2345 UTC 

12, (b,e) 0000UTC 13, (c,f) 0015UTC 13 September 2008 at the 9 th model level 

. 

5.2 Verification for the analyses  

Fig. 8 show the analysis increments of temperature at 850 hPa from all 

experiments at 0000 UTC on September 13 2008. It is noted that there is a negative 
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temperature increment in 3DVar, which is consistent with the results in previous 

studies (Shen et al., 2016). It indicates that warm core of the hurricane Ike is weaken 

with the assimilation of Radar Vr data from 3DVar based on a climatological static 

background error. The increment in 3DVar--FGAT is similar with 3DVar, since the 

algorithm in 3DVar-FGAT approximates 3DVar in terms of the static BEC. The 

difference consists in 3DVar-FGAT and 3DVar is that the former applies innovations 

from multiple times and treats all the innovations valid at the analysis time. As a 

benefit of the flow-dependent multivariate covariance, spiral temperature increment 

patterns with positive temperature increments are yielded by both 3DEnVar and 

4DEnVar exist at the center of hurricane Ike especially for the first DA cycle, which 

indicates the formation of the warm core structure for hurricane Ike. It seems that 

there are larger temperature increments in 4DEnVar than that in 3DEnVar as a benefit 

of the temporal evolution and multi-variable cross-correlations represented by 

ensemble perturbations. 
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Fig. 8. Temperature analysis increments (shaded contours, unit: K) at 850 hPa for (a)3DVar (b) 

3DVar-FGAT (c) 3DEnVar (d) 4DEnVar at 0000 UTC on September 13, 2008. 

Fig. 9 shows the sea level pressure and wind at 0000 UTC on September 13 2008 

for the four DA experiments. It is obvious that the TC structures in 3DVar and 

3DVar-FGAT are relatively weak with minimum seal level pressure (MSLP) close to 

955 hPa and 954 hPa compared to the best track data of 951 hPa in National 

Hurricane Center (NHC) even after assimilating the radar Vr observation. The MSLP 

in 3DEnVar and 4DEnVar are 952 hPa and 951 hPa relatively, fitting the best track 

more closely due to the inclusion of the error of the day from the ensembles. The TC 

structures are better adjusted with the appropriate BEC from 3DEnVar and 4DEnVar. 
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The largest improvement in 4DEnVar is likely reflecting the contribution from the 

spatially inhomogeneous and temporal evolution of the flow-dependent ensemble 

BEC in terms of balancing the wind and pressure fields. 

 

 

Fig. 9. Sea level pressure and wind for (a)3DVar (b) 3DVar-FGAT (c) 3DEnVar (d) 4DEnVar at 

0300 UTC on September 13, 2008. (The red dots indicate the approximate center location of 

the observed TC). 

To evaluate how well the forecasts and analyses model state fit the Vr 

observations, the diagnostic statistics of the root-mean-square error (RMSE) are 

quantitatively presented in Fig. 10 (Dowell et al. 2004; Yussouf et al. 2013). The 

RMSEs are calculated based on the simulated Vr with the analyzed ensemble mean 
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using the observation operator against the Vr observation from the Houston, 

Texas WSR-88D (KHGX) and the Lake Charles, Louisiana WSR-88D (KLCH) 

during the DA cyclings. The RMSE reduced 7.3 m/s, 7.3 m/s, 5.1 m/s and 6 m/s for 

3DEnVar, 4DEnVar, 3DVar, and 3DVar-FGAT in the first DA cycle most 

significantly compared with other cycles. Generally, RMSEs increase roughly 1–2 

m/s with 30 min forecasts after DA as expected. In the final analysis, the RMSEs of 

3DEnVar and 4DEnVar are around 3.39 m/s and 3.2 m/s, while for 3DVar and 

3DVar-FGAT, the final RMSEs are 4.5 m/s and 4.05 m/s respectively. Generally, 

4DEnVar yields smallest RMESs, while largest RMSE occurs for 3DVar. It seems 

that 3DEnVar always fit better to the observations than that of 4DEnVar with an error 

growth less than 4DEnVar, suggesting that 3DEnVar analyses are more balanced than 

that of 4DEnVar. This is probably due to the use of observations with multiple time 

slots in 4DEnVar, which needs more time to be balanced. 
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Fig. 10. The forecast and analysis (sawtooth pattern during DA cycling) for RMSE of radial 

velocity (m/s) a) for 3DVar, 3DVar-FGAT, 3DEnVar, and 4DEnVar from 0000 to 0300 UTC on 13 

September 2008. 

5.3 Verification for the forecasts 

Fig. 11a displays the 18-h track initialized from 0000 UTC 13 September 2008 for 

Ike in all experiments. It is found that the track errors are relatively small for the first 

3-4 hours. There is an increasing northeastward track bias from 3DVar. For the track 

error in Fig. 11b, in the first 12-h, 4DEnVar is better than both 3DEnVar and 

3DVar-FGAT, while 3DVar produced largest track error. In the later hours, there is 

no consistent improvement from 3DEnVar and 3DVar-FGAT compared to 3DVar, 

while the track error still favors 4DEnVar. The 18-h evolution of the intensity 
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verification for the MSLP and the maximum surface wind (MSW) are shown in Fig. 

11c and d. 4DEnVar captures the pressure closest to the best track especially after 6-h 

forecast. The limited improvement from 3DVar-FGAT and 3DEnVar might have 

been constrained by the lack of the BEC description spatially and temporally.  

 

 

Fig. 11. The 18 h predicted (a) tracks, (b) track errors, (c) minimum surface level pressure (hPa), 

and (d) maximum surface wind speed (m/s) of hurricane Ike from 0300 UTC to 2100 UTC 

September 13, 2008. 

Improving the skills of rainfall forecasts for TCs are vital for warnings of inland 

floods. The equitable threat scores (ETSs) are illustrated for different precipitation 

thresholds following the metrics in Schaefer 1990 (Fig. 12). ETSs are calculated 

based on the 6 h accumulated precipitation from the three experiments against the 

observations from the NCEP Stage-IV precipitation data from 0600 UTC to 1200 
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UTC September 13, 2008. Generally, there are higher ETS scores in 4DEnVar than 

those of other experiments, which might result from the improved track, intensity, and 

structure forecasts of hurricane Ike. For larger thresholds, the improvements from 

4DEnVar is even significant. 3DVar obviously shows little skill in heavy rain 

precipitation for thresholds above 10 mm. It is found that ETSs from 3DEnVar are 

slightly lower than those in 4DEnVar.  

 

Fig. 12. Equitable threat scores of 6 h accumulated precipitation verified against NCEP Stage-IV, 

for 3DVar, 3DVar-FGAT, 3DEnVar, and 4DEnVar from 0600 UTC to 1200 UTC September 13, 

2008 for different threshold (mm). 

6. Conclusions and future plans 

The four dimensional ensemble-variation data assimilation (4DEnVar) is the 

method that considers the flow dependent BEC temporally and spatially. The released 

version of hybrid-4DEnVar system of the WRF model is investigated in terms of the 

radar radial velocity (Vr) assimilation for the analysis and prediction of hurricane Ike 

(2008). This study serves as the initial work of examining the impact of assimilation 

radar Vr observations on the analyses and forecasts for a hurricane case using the 

WRF hybrid-4DEnVar method. The hybrid-4DEnVar is coupled with ETKF by 
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updating the ensemble mean by the hybrid scheme and the ensemble perturbations are 

updated by the ETKF in this study.  

Firstly, single observation tests for typical jet case and TC case are conducted 

before the real case. It is found that ensemble with more samples is able to better 

capture the error of the day. There are heterogenous structures in the analysis 

increment at the beginning of the window, with the “errors of the day” captured by the 

ensemble covariance. It is found that the analysis increment moves downstream by 

the end of the assimilation window. Also note that the linear propagation represented 

by the 4DEnVar method is close to the full nonlinear model integration. 

 For the real case, positive temperature increments with spiral structures are found 

in the core area of Ike from 4DEnVar experiment, indicating a more realistic thermal 

structure of hurricane Ike, leading to improved track and intensity forecasts. 3DEnVar 

and 3DVar-FGAT are limited due to by the lack of the BEC description spatially and 

temporally. 3DVar experiment produces much smoother and weaker increments with 

cold temperature increments at the hurricane vortex center at lower levels.  

Preliminary results in this study are encouraging, and in the future, it is important 

to have a systematic evaluation of the impact choosing appropriate assimilation 

window length and number of time slots when assimilating radar Vr data in real 

atmospheric model. Further work is also planned to for expanding the more 

observation types and other sever weather systems.  Further studies with more TCs 

that are in different regions and at various stages of development are needed to better 

understand the impacts of hybrid-4DEnVar assimilation method and to obtain 

statistically robust results. Our effort in this study represents a step in that direction. 
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Highlights: 

 The analysis increment moves downstream by the end of the assimilation 

window in 4DEnVar.  

 The linear propagation represented by the 4DEnVar method is close to the full 

nonlinear model integration.  

 Positive and spiral temperature increments, best track and intensity forecast 

are found in 4DEnVar experiment. 

 3DVar experiment produces much smoother and weaker increments at the 

hurricane vortex center.  
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